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 :چکیده
های صنعتی و بخش ای که تمام فعالیتگونهشود به ترین نیازهای جوامع بشری محسوب میامروزه انرژی الکتریسیته یکی از اساسی

شود، بنابراین کیفیت و تداوم انرژی الکتریسیته های اجتماعی، اقتصادی، کشاورزی و ... با اتکا به این انرژی انجام میزیادی از فعالیت

ه دارای روابط پیچیده غیرخطی عوامل موثر بر بار الکتریکی ک از اهمیت بسزایی برخوردار است. هدف این پژوهش آن است که بر اساس

بینی تغییرات مصرف بار کوتاه باشند به پیشای روزانه و هفتگی مصرف میهستند و عمدتاً شامل تغییرات آب و هوا و نوسانات دوره

و  CNNباشد که از ترکیب دو معماری مدت دست یابد. روش پیشنهادی یک شبکه عصبی ترکیبی، با استفاده از یادگیری عمیق می

LSTM  ایجاد شده است. معماریCNN  با توجه به قابلیت آن در استخراج الگوهای موجود در داده و معماریLSTM  بر پایه توانایی آن

بینی آب و هوای ساعات آینده و الگوی اند. رویکرد ارائه شده با استفاده از پیشهای زمانی، مورد استفاده قرار گرفتهبینی سریدر پیش

دهد که دقت بینی الگوی مصرف آینده خواهد بود. نتایج ارزیابی نشان میلکتریکی در ساعات گذشته، قادر به پیشمصرف بار ا

 های موجود بهبود یافته است.در مقایسه با بهترین روش CORRوMAPE ، RMSE، RSEبینی بر اساس معیارهای پیش

-های عصبی حافظه طولانی کوتاه، شبکهپیچشیهای عصبی بکهالکتریکی، شبینی کوتاه مدت، مصرف بار پیش: کلیدی هایواژه

، یادگیری عمیقمدت
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مقدمه -1

امروزی  جوامع پیشرفت و رشد در نقشی حساس و زیربنایی از برق تصنع

برق زمان  صنعت پروژه های طرف یک از اینکه به توجه با برخوردار است.

 موجود تکنولوژی با دیگر طرف از و دارد کلان سرمایه گذاری به نیاز بر و

 ندارد،سازی این انرژی ارزشمند در ابعاد بزرگ وجود هنوز امکان ذخیره

 پاسخگوی که گیرد صورت ایگونه به باید تولید ریزیبرنامه بنابراین

مصرف بار  بینیپیش باشد. در این راستا الکتریکی تقاضای متغیر انرژی

از  برداریبهره و توسعه طرح در مهم عاملی عنوان الکتریکی به

 آن کمکبه که شاخصی است واقع در شده و تلقی قدرت هایسیستم

توسعه و استفاده مناسب  برای منابع تخصیص سازی روندبهینه توانمی

 پذیر نمود.را امکان رسانیبرق شبکه از

های سیستم تولید و توزیع الکتریسیته میزان در توسعه زیرساخت

بینی مصرف بار الکتریکی از اهمیت زیادی برخوردار است. خطای پیش

بار واقعی باشد ضریب اطمینان و بینی شده کمتر از اگر میزان بار پیش

یابد و این امر ممکن است حتی به در نتیجه کیفیت خدمات کاهش می

های اجباری بینجامد. از طرف دیگر اگر میزان بار آینده بیش از خاموشی

رود. گذاری زیادی به هدر میبینی شود سرمایهمقدار مورد نیاز پیش

جویی مصرف کنندگان، صرفهمندی بینی دقیق بار منجر به رضایتپیش

ریزی انرژی و افزایش ضریب کیفیت خدمات شده و همواره برای برنامه

های عملیاتی، توسط سیستم تولید و توزیع الکتریسیته امری و تصمیم

ضروری بوده است. با توجه به نوسانات عرضه و تقاضا، تغییرات وضعیت 

بینی بار مصرف، پیشهای پر آب و هوا و افزایش هزینه انرژی در زمان

 های برق امری ضروری و حیاتی است.برای شرکت

های برداری سیستمیکی از مسائل مهم و اساسی در طراحی و بهره

بینی بار برای یک ساعت تا چند روز آینده تولید و توزیع قدرت، پیش

شود. در واقع بینی کوتاه مدت بار شناخته میاست که تحت عنوان پیش

های بینی شده در سیستمبینی بار با توجه به فاصله زمانی پیشپیش

  1بینی بار بسیار کوتاه مدت(  پیش1[: )1مدیریت انرژی به چهار نوع ]

(VSTLFپیش :)( پیش2بینی بار برای چند دقیقه )2بینی بار کوتاه مدت  

(STLFپیش :) بینی بار( پیش3ساعت تا یک هفته، ) 24بینی بار از 

بینی بار بیش از یک هفته تا چند ماه و (: پیشMTLF)  3متوسط مدت

بینی بار بیش از یک سال (: پیشLTLF)  4بینی بار درازمدت( پیش4)

بینی بار کوتاه طبقه بندی می شود. تمرکز ما در این مقاله بر روی پیش

بینی کوتاه مدت بار در تخمین جریان بار و در مدت است. پیش

هایی که منجر به جلوگیری از بالا رفتن بیش از حد مصرف ریگیتصمیم

سازی به هنگام مدارها و کند، همچنین در به فعالشود کمک میبار می

ها سبب بهبود مراکز دیسپاچینگ کاربرد دارد. اجرای به موقع این تصمیم

شود. ها میهای تجهیزات و خاموشیاطمینان به شبکه، کاهش خرابی

STLF سازی ریزی سیستم قدرت در فراهمنترل و برنامهبرای ک

الکتریسیته موردنیاز روزمره، ارزیابی مراکز تبادل، ارزیابی امنیت، تحلیل 

[ که منجر به 3، 2های واقعی ضروری است ]اطمینان و محاسبه قیمت

 شود.نیاز به دقت بالاتر نسبت به پیش بینی طولانی مدت می

ینی مصرف بار الکتریکی با استفاده بهای گوناگونی برای پیشروش

، [7، 6]های زمانی ، تجزیه و تحلیل سری[5، 4]های آماری از تکنیک

 [14، 13، 12، 11]و یادگیری ماشین  [10، 9، 8]ابتکاری های فرامدل

های تر به مدلبینی دقیقپیشنهاد شده است اما با توجه به نیاز برای پیش

. اخیراً جوامع پژوهشی [15]بینی مصرف بار کارآمدتری نیاز است پیش

اند. این های یادگیری عمیق شدههای مختلف جذب شبکهدر فیلد

همراه معماری عمیق های عصبی مصنوعی بهها بر پایه شبکهشبکه

ها در زمانی که از الگوهای هستند که توانایی دریافت و تحلیل  رفتار داده

دارند را دارا کنند و نیز حجم زیادی غیرخطی پیچیده تبعیت می

 . [16]باشند می

عمیق منجر به پیشرفت چشمگیر رویکردهای مرتبط با  یادگیری

ها بینی کوتاه مدت مصرف بار الکتریکی شده است. این شبکهپیش

بینی عث افزایش دقت پیشهای پژوهشی نوآورانه بیشتری که بافرصت

در همین راستا، مطالعات گوناگونی بر اساس  .اندوجود آوردهشوند بهمی

بینی کوتاه مدت یادگیری عمیق برای پیش های مختلفمدل کارگیریبه

[ ، شبکه عصبی پیچشی مکرر 17] 5مصرف بار از قبیل مدل فیوژن عمیق

شبکه عصبی پیچشی  و 7[ ، هسته آنالیز مؤلفه اصلی18] 6آغازین

[ و 20] 9[، شبکه عصبی خود مختار با متغیرهای برونزا19] 8پیشرفته

[ انجام شده 21] )MLP( 10چند لایه شبکه عصبی عمیق با پرسپترون

 است.

بینی کوتاه های صورت گرفته در حوزه پیشتمرکز اکثر پژوهش

تا بینی مصرف بار الکتریکی مدت مصرف بار الکتریکی بر روی پیش

، 29، 28، 27، 26، 25، 24، 23، 2 [ساعت آینده بوده است 24حداکثر 

تری تا یک هفته و در صورتی که پیش بینی بلند مدت ]35، 32، 31، 30

ارائه کرده باشند دقت آن تا حد زیادی کاهش یافته است. در ضمن 

بینی کوتاه مدت مصرف بار های پیشنهاد شده برای پیشمعماری

الکتریکی عوامل پنهان تاثیرگذار دیگری نظیر وضعیت آب و هوا را دخیل 

توانند های صورت گرفته نمی، پژوهش ائلاند. با توجه به این مسنکرده

های محیط عملیاتی پیش بینی کوتاه مدت مصرف بار تمام نیازمندی

 الکتریکی را به طور کامل برآورده سازند.

در این پژوهش به دنبال آن هستیم که با توجه به عوامل موثر بر 

نه و ای مصرف روزااز قبیل آب و هوا، تغییرات دوره مصرف بار الکتریکی

بینی تغییرات هفتگی، که دارای روابط پیچیده غیرخطی هستند به پیش

 مصرف بار کوتاه مدت دست یابیم، بدین منظور از یکی از کارآمدترین

استفاده  )CNN( 11های یادگیری عمیق، شبکه عصبی پیچشیمعماری

 12های عصبی دارای قابلیت استخراج الگوخواهیم کرد. این نوع از شبکه

توان که با استفاده از آن میهستند های ورودی در زمان یادگیری دهاز دا

ها و روزهای مختلف آن را در فصل الگوهای گذشته مصرف بار الکتریکی

های عصبی عمیق، شبکه شناسایی کرد. نوعی دیگر از معماری شبکه

زیرمجموعه  هایاز مدل )LSTM( 13مدت-عصبی حافظه طولانی کوتاه
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ای است، معماری این شبکه به گونه )RNN( 14های عصبی مکررشبکه

های زمانی را مقدور است که دسترسی به تمامی مقادیر گذشته در سری

 CNNتوان الگوهای استخراج شده از سازد. با توجه به این قابلیت، میمی

یا  (بینی شده برای ساعات آیندههوای پیش را به همراه شرایط آب و

طلاعات تاثیرگذار دیگر مانند تاریخ فعلی( به عنوان ورودی به برخی ا

بینی کوتاه مدت مصرف بار را بدست آورد.داده و پیش LSTMشبکه 

 :شوندنوآوری های این پژوهش در موارد زیر خلاصه می

-عصبی پیچشی و شبکه عصبی حافظه طولانی کوتاه ترکیب شبکه •

بینی کوتاه مدت مصرف برای پیش دت با رویکرد یادگیری عمیقم

 بار الکتریکی،

استفاده از شرایط آب و هوایی )پوشش ابری، رطوبت، سرعت باد، •

دمای واقعی، دمای حس شده( جهت بهبود شناسایی الگوهای 

 مصرف بار الکتریکی،

ساعت آینده، بیشتر  168بینی مصرف بار الکتریکی تا توانایی پیش•

بینی مصرف را ریکی پیشبینی کوتاه مدت بار الکتهای پیشروش

 دهند.ساعت آینده انجام می 24تا 

بخش است، پس از بخش مقدمه مبانی تحقیق  6این مقاله شامل 

های بکار های عصبی عمیق و مدلآید که مفاهیم بنیادی در شبکهمی

های زمانی رفته از آن در این تحقیق و همچنین مفاهیم مربوط به سری

بینی مصرف بار الکتریکی را شرح میدهد. در بخش پیشینه تحقیق و پیش

بینی کوتاه مدت مصرف بار های صورت گرفته در پیشبه بررسی پژوهش

 15به ارایه روش پیشنهادی،  4شود. فصل الکتریکی، پرداخته می

CLSMNet بینی کوتاه مدت مصرف بار ، که رویکردی برای پیش

سازی و ارزیابی نتایج حاصل از پردازد. بخش پیادهالکتریکی است، می

CLSMNet ه روش پیشنهاد شده با برخی کند و به مقایسرا ارائه می

بینی کوتاه مدت مصرف بار الکتریکی های جدید پیشدیگر از روش

گیری و کارهای آینده جهت بهبود پردازد. فصل  آخر شامل نتیجهمی

روش پیشنهادی است.

پژوهشمبانی  -2

در این بخش به بررسی و شناسایی برخی از مفاهیم در الگوی مصرف بار 

های عصبی مکرر و های عصبی پیچشی، شبکهشبکه، یکیالکتر

شود. لازم به مدت پرداخته می-های عصبی حافظه طولانی کوتاهشبکه

باشند های سازنده روش پیشنهادی میذکر است که موارد یاد شده بلاک

تواند مفید باشد.و به همین دلیل مروری مختصر بر آنها در این بخش می

ؤثر بر آنالگوی مصرف بار و عوامل م -1-2

ها به اضافه تلفات شبکه، کل بار سیستم مجموع بار تمامی مصرف کننده

ها تا حدودی دهد. منحنی مصرف بار برای مصرف کنندهرا تشکیل می

بینی نیست اما با وجود تصادفی و غیرخطی بوده و به درستی قابل پیش

 ها یک روند و الگوی کلی ارائههمه این شرایط عموما مصرف کننده

بینی کرد. عوامل های آماری پیشتوان آن را با روشدهند که میمی

اقتصادی و اقلیمی مانند دما ، رطوبت ، سرعت باد و زمان بر منحنی 

با توجه به متغیر بودن مصرف بار الکتریکی،  .گذاردمصرف بار تأثیر می

بینی آن در های تولید و توزیع کننده برق، موظف هستند با پیششرکت

های درست و گیریهای گوناگون، اطلاعات مورد نیاز برای تصمیمانزم

 فراهم نمایند. موقع خود در سیستم تولید و توزیع برقبه

های عصبی پیچشیشبکه -2-2

های عصبی مصنوعی به شبکه شباهت زیادی های عصبی پیچشیشبکه

ردن منظور کمینه کبه هیهای چندلاای از پرسپتروندارند و عموما از گونه

هایی ها متشکل از نرونکنند. این نوع شبکهها استفاده میپردازشپیش

های قابل یادگیری )تنظیم( هستند. هر نرون تعدادی ها و بایاسبا وزن

ها را محاسبه ها در ورودیورودی دریافت کرده و سپس حاصل ضرب وزن

 خطی نتیجهسازی( غیرکرده و در انتها با استفاده از یک تابع تبدیل )فعال

 17)مانند 16ها معمولا یک تابع هزینه. این نوع شبکه[34]دهد را ارائه می

SVM  یاSoftmax دارند و تمامی نکات 18متصل( در لایه آخر )تماما )

های عصبی معمولی در اینجا هم صادق است. طراحی در مورد شبکه

CNNهای های کانولوشن، لایهها معمولاً متشکل از لایهpooling  و لایه

تماماً مرتبط هستند. هدف عملیات کانولوشن استخراج الگوهای موجود 

استخراج  به که قادرها شبهای ورودی است و با افزایش تعداد لایهدر داده

باشد. به طور کلی تر بر اساس الگوهای قبلی میالگوهای پیچیده

های استخراج شده از لایه کانولوشن دارای ابعاد زیادی هستند که ویژگی

شوند، در نهایت کاهش داده می poolingتعداد آنها با استفاده از لایه 

دیگر ترکیب کرده و با یک های محلی رالایه تماماً متصل تمامی ویژگی

 .[34]کند خروجی تولید میعنوان به ویژگی نهایی را

ی است که شامل بعدورودی لایه کانولوشن معمولاً به صورت سه

ای ها با مجموعهها است. در لایه اول، ورودیطول، عرض و تعداد کانال

های خروجی را شوند و نگاشت ویژگیاز فیلترهای سه بعدی ترکیب می

های لایه اول از ورودی دست آوردن نگاشت ویژگیبرای به کنند.تولید می

1تک بعدی

0( )N

t tx x −

1ترکیب فیلترهای ،  Nبا اندازه  ==

hw که در آن

11,...,h M=ورودی خواهیم داشت:با ها رابطه زیر را

1 1 1( , ) ( * )( ) ( ) ( )h h

j

a i h w x i w j x i j


=−

= = − (1)

1که در آن 1 1k

hw  R  11و 11 N k Ma  − + R .شبکه مشابه  است

)، این خروجی از تابع غیرخطی  19های عصبی پیشرو )h  کند عبور می

1تا خروجی  1( )f h a=  2را تولید کند. برای هر لایه بعدی,...,l L= 

1های از شبکه نگاشت، ویژگی 111 l lN Mlf − − − R  با اندازه

1 11 l lN M− − و ترکیب شده قبلی کانولوشن فیلتر خروجی با

1های نگاشت ویژگی l lN Mla
 

Rکنند:را تولید می

𝑎𝑙(𝑖, ℎ) =(𝑤ℎ
𝑙 ∗ 𝑓𝑙−1)(𝑖) = 

∑ ∑ 𝑤ℎ
𝑙 (𝑗, 𝑚)𝑓𝑙−1(𝑖 − 𝑗, 𝑚)

𝑀𝑙−1

𝑚=1

∞

𝑗=−∞

(2)

۳۷

 [
 D

O
I:

 1
0.

52
54

7/
ie

ijq
p.

10
.1

.3
5 

] 
 [

 D
O

R
: 2

0.
10

01
.1

.2
32

22
34

4.
14

00
.1

0.
1.

6.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ie
ijq

p.
ir

 o
n 

20
26

-0
2-

15
 ]

 

                             3 / 17

http://dx.doi.org/10.52547/ieijqp.10.1.35
https://dor.isc.ac/dor/20.1001.1.23222344.1400.10.1.6.1
https://ieijqp.ir/article-1-757-fa.html


 سینا قصایی، رضا روانمهر

 

       1400بهار  22شماره پیاپی  1شماره  دهمپژوهشی کیفیت و بهره وری صنعت برق ایران سال  -نشریه علمی

 

 های عصبی مکرر شبکه -3-2

های عصبی عمیق هستند که به شبکههای عصبی مکرر کلاسی از شبکه

عبارت دیگر شوند. به بیان می 20ایدار چرخهصورت یک گراف جهت

ورودی یا خروجی هریک از لایه)های( پنهان علاوه بر خروجی لایه قبل، 

شود. بر خلاف صورت بازخورد نیز می شامل ورودی از مرحله قبل به

ها RNNی شبکه عصبی ساده، هادار ایجاد شده بین لایهارتباطات وزن

قادر به استفاده از وضعیت داخلی )حافظه( برای پردازش سری ورودی 

هستند. وضعیت مخفی اطلاعات مربوط به گام زمانی قبلی را ذخیره 

آید کرده و خروجی با توجه به زمان فعلی و حافظه گذشته بدست می

[22]. 

تواند می tO و خروجی tS، گره حافظه tX ورودی، نگاشت  RNNدر 

 به صورت زیر نمایش داده شود:

𝑆𝑡 = 𝑓(𝑈 × 𝑋𝑡 + 𝑊 × 𝑆𝑡−1) (3) 

𝑂𝑡 = 𝑔(𝑉 × 𝑆𝑡) (4) 

 

  (.) f و ماتریس وزن در هر لایه هستند Vو  U  ،Wدر روابط فوق 

 دهند.ابع غیرخطی را نشان میونیز ت  (.)g و

های یادگیری طولانی با مشکلات ها در طول زمانRNNمتاسفانه 

. برای رفع [22]مواجه هستند  22و یا محو شدن گرادیان 21انفجار گرادیان

مدت  که نوع -ی حافظه طولانی کوتاههای عصباین مشکلات از شبکه

های های عصبی مکرر هستند و توانایی یادگیری وابستگیخاصی از شبکه

 توان استفاده کرد.بلند مدت را دارند می

 مدت -های عصبی حافظه طولانی کوتاهشبکه -4-2

در سال  Schmidhuberو  Hochreiterاین شبکه برای اولین بار توسط 

-های عصبی حافظه طولانی کوتاه. حضور شبکه[36]ارائه شد 1997

. در [22]های اخیر بسیار پر رنگ شده است ( در سالLSTMدت  )م

حل مشکل وابستگی بلند  ،LSTMهای حقیقت هدف از طراحی شبکه

های زمانی بلند مدت، رفتار سپاری اطلاعات برای بازهمدت بود. به یاد

ها به صورتی است و ساختار آن LSTMهای فرض و عادی شبکهپیش

آموزند. تمام است که اطلاعات بسیار دور )از لحاظ زمانی( را به خوبی می

های )واحدهای( ماجول تکرار شونده از هایهای عصبی مکرر توالیشبکه

این  های عصبی مکرر ساده،های عصبی هستند. در شبکهشبکه

های ای هستند. شبکههای تکرار شونده دارای ساختار سادهماجول

LSTM یا زنجیره مانند هستند اما ماجول نیز دارای چنین ساختار دنباله 

، LSTMتری است. عنصر اصلی تکرار شونده دارای ساختار پیچیده

را قادر به حذف یا اضافه کردن اطلاعات  LSTMاست که  23وضعیت سلول

کند. این عمل توسط ساختارهای دقیقی با جدید به وضعیت سلول می

گیرد که مسیری برای ورود اختیاری اطلاعات صورت می 24نام دروازه

 . [22]هستند 

به صورت انتخابی در  tدر زمان  tX ، ورودی LSTMدر یک شبکه 

شود که این سلول توسط دروازه ورودی تعیین ذخیره می tCسلول 

به صورت انتخابی توسط  tC-1 شود. وضعیت آخرین لحظه سلول می

شود. سرانجام، دروازه خروجی کنترل فراموش می 25دروازه فراموشی

 اضافه شود. thبه خروجی  tCکند که چه بخشی از سلول می

دروازه فراموشی عنوان بهرا  tF ودروازه ورودی عنوان هبرا  tIحال اگر 

خواهد  tC در نظر بگیریم، آنگاه مقدار به روز شده دروازه وضعیت سلول 

 بود:

𝐶𝑡 = 𝐹𝑡 × 𝐶𝑡−1 + 𝐼𝑡  

         × (𝑡𝑎𝑛ℎ(𝑊𝑐 × [𝑂𝑡−1, 𝑋𝑡] + 𝑏𝑐)) 
(5) 

 که در آن:
𝐼𝑡 = 𝜎(𝑊𝑖 × [𝑂𝑡−1, 𝑋𝑡] + 𝑏𝑖) 

𝐹𝑡 = 𝜎(𝑊𝑓 × [𝑂𝑡−1, 𝑋𝑡] + 𝑏𝑓) 
(6) 

 𝑂𝑡−1ماتریس وزنی هستند،  𝑊𝑐و  𝑊𝑖  ،𝑊𝑓در معادلات فوق 

𝑏𝑖  ، 𝑏𝑓ورودی و   𝑋𝑡خروجی سلول قبلی است،  نیز بردارهای   𝑏𝑐 و  

 بایاس هستند.

 شود:به صورت زیر بیان می 𝑂𝑡خروجی نهایی

𝑂𝑡 = 𝜎𝑡 × 𝑡𝑎𝑛ℎ (𝐶𝑡) (7) 

 پژوهشپیشینه  -3

بینی های صورت گرفته در راستای پیشاین بخش به بررسی پژوهشدر 

کوتاه مدت مصرف بار الکتریکی پرداخته خواهد شد. با توجه به اینکه 

است )که هر  LSTMو  CNNرویکرد پیشنهادی در این مقاله بر اساس 

باشند(، بررسی پیشینه تحقیق به های یادگیری عمیق میدو از مدل

های و روش LSTMهای مبتنی بر ، روشCNNهای مبتنی بر روش

 ترکیبی تقسیم شده است.

  CNNهای مبتنی بر روش -1-3

، مقادیری از باربینی کوتاه مدت مصرف برای پیش [37] در مقاله

این اطلاعات شود و با توجه به اینکه داده می CNNبه  اطلاعات پیشین آن

ها اعمال شده از نوع سری زمانی هستند، کانولوشن یک بعدی روی آن

سازی داده شده است. در نهایت و خروجی عملیات کانولوشن به تابع فعال

برای کاهش اطلاعات  Max Poolingسازی از یک لایه خروجی تابع فعال

 شود. ها گذرانده میموجود درنگاشت ویژیگی

با استفاده از  CNNبینی کوتاه مدت مصرف بار مبتنی بر روش پیش

تاریخچه بار ورودی، زمان استفاده و قیمت الکتریسیته توسط شن و 

[. سپس یک 33همکاران برای تولید بردارهای ویژگی ارایه شده است ]

کارگرفته هبینی بار بسنتی برای پیش 27BPNNو 26RUGشبکه چند لایه

 شده است.

بینی کوتاه مدت مصرف بار حافیظ و همکاران چارچوبی جهت پیش

بولتزمن محدود  الکتریکی مبتنی بر دو مدل استخراج شده از ماشین

۳۸

 [
 D

O
I:

 1
0.

52
54

7/
ie

ijq
p.

10
.1

.3
5 

] 
 [

 D
O

R
: 2

0.
10

01
.1

.2
32

22
34

4.
14

00
.1

0.
1.

6.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ie
ijq

p.
ir

 o
n 

20
26

-0
2-

15
 ]

 

                             4 / 17

http://dx.doi.org/10.52547/ieijqp.10.1.35
https://dor.isc.ac/dor/20.1001.1.23222344.1400.10.1.6.1
https://ieijqp.ir/article-1-757-fa.html


 LSTMو  CNNده از شبکه های عصبی عمیق اپیش بینی کوتاه مدت مصرف بار الکتریکی با استف

 

       1400بهار  22شماره پیاپی  1شماره  دهمپژوهشی کیفیت و بهره وری صنعت برق ایران سال  -نشریه علمی

 

یک مدل احتمالی  CRBM. [38]اند ارائه داده 29CRBMو 28CRBMیعنی 

بندی های آب و هوایی و دستهها، دادهسازی فعالیت انسانبرای مدل

، که مدلی تعمیم یافته از FCRBMدر های زمانی است. های سریداده

CRBM های متعدد انسان سازی فعالیتاست، فاکتورهایی جهت شبیه

 اضافه شده است. 

برای استخراج الگوهای موجود در مصرف  CNNبا استفاده از مدل 

بینی کوتاه مدت مصرف بار الکتریکی توسط تیان روشی جهت پیش بار،

های . روش ارائه شده از توانایی شبکه[35]و همکاران ارائه شده است 

CNN های داده و قدرت شبکه در استخراج الگوهای موجود درLSTM 

بینی کوتاه مدت های زمانی، جهت پیشدر شناسایی ارتباط میان گام

 مصرف بار الکتریکی استفاده کرده است. 

 SO-CNNبا نام  CNNبینکوفسکی و همکاران یک مدل مبتنی بر 

های کنند که گسترش شبکه پیچشی از مدلرا پیشنهاد می

گذاری غیرخطی و از یک مکانیزم وزناستاندارد است   30خودهمبسته

[. در واقع در این مدل، وزنها با آموزش آنها از طریق 23کند ]استفاده می

CNN ،ها باشند.هستند که وابسته به داده مجاز 

 LSTMهای مبتنی بر روش -2-3

بینی کوتاه مدت مصرف بار با ژانگ و همکاران روشی برای بهبود پیش

که ترکیبی از اطلاعات  اندچندگانه پیشنهاد دادههای زمانی نام سری

. سپس، [24]های زمانی پیوسته و گسسته است کلان و خرد سری

توانند اطلاعات اند که میطراحی شده GRUو  LSTMهای شبکه

بینی بار را گسسته را آموخته و عملیات پیشزمانی پیوسته و های سری

 انجام دهند.

های یادگیری به بررسی عملکرد روش [25]پژوهشگران در مقاله 

بینی کوتاه مدت در پیش RNNهای عصبی عمیق با استفاده از شبکه

های خود از معماری م بررسیپردازند. محققین برای انجامصرف بار می

عمیق و کم عمق  اند که در دو حالتشبکه عصبی مکرر استفاده کرده

 استفاده شده است.

 SLTFرا برای مشکل  LSTMکنگ و همکاران استفاده از شبکه 

بندی مبتنی بر تراکم [. در ابتدا، یک مدل خوشه26پیشنهاد کردند ]

شود. الکتریکی بکار گرفته می برای ارزیابی ناسازگاریهای موجود در بار

بینی مصرف انرژی با دو لایه پنهان برای پیش LSTMسپس، شبکه 

 استفاده شده است.

توسط بوکتیف  LSTMپیکربندی بهینه از یک مدل  [39]در مقاله 

و همکاران پیشنهاد شده که برای توصیف الگوهای مصرف برق و کشف 

برای یافتن مقادیر  است. پویایی سری زمانی در حوزه انرژی استفاده شده

فرا  ، نویسندگان از دو الگوریتمLSTM بهینه به منظور پیکربندی شبکه

 کنند.استفاده می 32GAو  31PSOابتکاری

بینی مصرف بار بر اساس یک ژنگ و همکاران روشی برای پیش

تواند توالی و . این مدل می[40]کنند ساده ارائه می LSTMشبکه 

های بلندمدت زمانی سری بارهای الکتریکی را بیاموزد. رویکرد وابستگی

های زمانی مانند بینی سریهای متداول پیشارائه شده با برخی از روش
33ARIMA  .مقایسه شده است 

روشی مبتنی بر رمزگذارهای خودکار  [21] محققان در مقاله

بینی کوتاه مدت مصرف بار جهت پیش GRUو شبکه عصبی  34انباشته

 ، لایهSAEاند. شبکه پیشنهادی به سه بخش لایه الکتریکی ارائه داده

GRU  و لایه خروجی تقسیم شده است. در لایهSAE های ابتدا داده

داده  GRUورودی به شبکه فشرده شده و سپس جهت آموزش به لایه 

 شود.بینی شده تولید میشوند و در نهایت مصرف بار پیشمی

ای بر بینی برای مصرف انرژی دورهوانگ و همکاران یک روش پیش

. حالت تناوبی رویکرد مورد نظر یک [41]اند ارائه داده LSTMاساس 

 یک روند طولانی مدت است.به  های زمانی مربوطتغییر نوسانی در سری

 های ترکیبیروش -3-3

همکاران ارائه شده ، توسط لای و LSTNetیک چارچوب یادگیری عمیق، 

که برای استخراج الگوهای وابستگی محلی کوتاه مدت در میان  است

متغیرها و نیز کشف الگوهای بلند مدت برای روند سری زمانی از یک 

 LSTMو  CNNاز ترکیب  LSTNet[. 28گیرد ]شبکه ترکیبی بهره می

برای  کند، لایه کانولوشنکارگیری نقاط قوت هر دو استفاده میبرای به

وابسته از متغیرهای ورودی چند بعدی و لایه  استخراج الگوهای محلی

LSTM  های بلند مدت پیچیده. وابستگیبرای دستیابی به 

مدلی متشکل از سه لایه موازی کانولوشن  [29]محققان در مقاله 

به صورت  CNNهای اند. استفاده از کامپوننتیک بعدی را پیشنهاد داده

متفاوت هستند، توانایی  هایموازی که هر کدام دارای فیلترهایی با اندازه

دهد. سپس، تنوع و پویایی در تر را به شبکه میاستخراج الگوهای غنی

مدل  LSTMبار الکتریکی گذشته توسط مؤلفه عصبی مکرر مبتنی بر 

 شده تا بار پیش بینی شده آینده حاصل شود.

-Kبندی با خوشه CNNدونگ و همکاران نشان دادند که از ترکیب 

means  بینی بار کوتاه مدت که منجر به بهبود توان برای پیشمی

 K-meansبندی [. خوشه42شود، استفاده کرد ]پذیری نیز میمقیاس

های آموزش و آزمایش اعمال ها به زیر مجموعهبرای تقسیم مجموعه داده

ها برای کارگیری این زیر مجموعهبا به CNNبکه شود و سپس شمی

 شود.بینی آموزش داده میساخت مدل پیش

اند، یکی گوپتا و همکاران رویکرد سری زمانی دوگانه را انتخاب کرده

[. برای رویکرد 43برای رویکرد پارامتری و دیگری برای غیرپارامتری ]

ند که مبتنی بر ااستفاده کرده  35XGBoostپارامتری، از رگرسیون 
36GBDT  است. برای رویکرد غیرپارامتری نیز شبکهLSTM  در نظر گرفته

های فعلی و قبلی را های طولانی مدت بین دادهشده است تا وابستگی

 تدوین کند.

تر مصرف بار الکتریکی رویکردی بر اساس بینی دقیقجهت پیش

نهاد شده است توسط ارتوگرول پیش  37های یادگیرنده مکرر مفرطماشین

[2] .ELM  یک رویه یادگیری خاص برای شبکه عصبی تک لایه پنهان

 است.  38خورپیش
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طراحی  LSTMونجی و همکاران یک شبکه یکپارچه مبتنی بر 

سازی هوشمند و الگوریتم بهینه 39اند که از نگاشت خودسازماندهکرده

برای کاهش پیچیدگی منحنی بار در  SOM[. از 30کند ]استفاده می

سازی هوشمند های مشابه استفاده شده است. همچنین یک بهینهکلاس

کارگرفته به LSTMهای بهینه محلی در تر به وزنبرای دستیابی سریع

 است. شده

وو و همکاران نیز یک مدل شبکه عصبی عمیق ترکیبی مبتنی بر 

GRU وCNN  [. ماجول 31اند ]ارائه کردهGRU سازی تغییرات برای مدل

برای پردازش و نگاشت  CNNهای توالی بار و ماجول پویا در داده

 1جدول  شود.زمانی در بردار ویژگی استفاده می -های فضاییماتریس

شده شامل نکات برجسته و مسایل  های بررسیپژوهش ای ازخلاصه

 دهد.هریک، مشخصات دیتاست و معیارهای ارزیابی را نمایش می

 CLSMNetروش پیشنهادی:  -4

شود و سپس مراحل آورده می CLSMNetدر این بخش، ابتدا طرح کلی 

پردازش، طراحی شبکه عصبی ها، پیشآوری دادهمختلف آن شامل جمع

 شود. بینی بار الکتریکی ارائه میعمیق و پیش

معرفی یک  مقاله های قبلی ذکر شد، هدف اینهمانطور که در بخش

بینی کوتاه مدت بار الکتریکی در شبکه عصبی عمیق ترکیبی برای پیش

با  CLSMNet های توزیع برق است. شبکه عصبی عمیق در سیستم

مرور کلی از  1شود. شکل ایجاد می LSTMو  CNNهای ترکیب معماری

 دهد.رویکرد پیشنهادی را نشان می

 

 
 (: روندنمای روش پیشنهادی1شکل )

 هادادهآوری جمع -1-4

های مصرف بار الکتریکی در هر ساعت با استفاده از وب در ابتدا، داده

داده سیستم سرویسی که توسط مرکز توزیع برق ارائه شده است به پایگاه

ساعت وضعیت آب و هوا نیز بهشود. همزمان اطلاعات ساعتمنتقل می

دریافت  DarkSkyبا استفاده از وب سرویس توسعه داده شده از سایت 

 گردد. داده سیستم ذخیره میو در پایگاهشده 

های استخراج شده از مرکز توزیع نیروی برق تهران است که داده

 1396تا تیر  1395رکورد از اردیبهشت  1،914،075 شامل درمجموع

 نشان داده شده است. 2باشد که فیلدهای آن در جدول می
 

 

 

 

 های مصرف بار الکتریکی(: داده2جدول )
 توصیف نوع داده نام فیلد
Date nvarchar تاریخ ثبت اطلاعات 
Time int زمان محلی ثبت اطلاعات 
Active float بار اکتیو 
ReActive float بار راکتیو 
PeakTemp float دمای هوا در زمان پیک 
MaxTemp float حداکثر دمای هوا در طول یک روز 
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 های بررسی شده(: خلاصه پژوهش1)جدول 

 مرجع/

 سال

معیارهای  دیتاست مسایل و چالشهای تحقیق نکات برجسته تحقیق

 سنجش

[37], 

2017 

• CNN تک بعدی برای تهیه نگاشت ویژگی 

 تابع فعال سازی خطی اصلاح شده •

 

های پیشنهادی نسبت به سایر مدل CNNعدم برتری •

 LSTMیادگیری عمیق مانند 

 های هواشناسیعدم استفاده از داده •

دیتاست عمومی 

 UCIاز 
RMSE 

[33], 

2019 
برای یادگیری اتصال ذاتی داده ها و ایجاد  CNNتوانایی مدل  •

 سری زمانی ویژگیها

 BPNN و GRU از طریق SLTF سازیپیاده •

 GRUروزرسانی و تنظیم مجدد های ساده بهگیت •

 تنها با چهار لایه  GRU شبکه عصبی عمیق •

 عدم مقایسه با مدل های یادگیری عمیق  •

دیتاست 

 اختصاصی
MAE 

[38], 

2018 
 FCRBMیادگیری الگوهای غیر خطی و تصادفی با استفاده از  •

 CRBMانباشته شده و  FCRBMبر اساس  SLTFمدل  •

 CRBM و FCRBM بیش از حد در  اتصالات •

  CNN و ANN مقایسه فقط با  •

دیتاست 

 اختصاصی
MAPE 
NRMSE 

[35], 

2018 
 LSTMو  CNNترکیبی از  •

 بینی بار ارایه مفهومی یک لایه ویژگی فیوژن برای پیش •

 ساعت آینده 24بینی بار تنها برای پیش •

 کننده عنوان فعالعدم کارآمدی تابع سیگموئید به •

  های هواشناسیعدم استفاده از داده •

دیتاست 

 اختصاصی
RMSE 

[23], 

2018 
 تحریک پذیر برای رگرسیون سری زمانی  CNNاستفاده از شبکه  •

 عدم توازن بین نیاز به حافظه و توانایی یادگیری عوامل غیرخطی •

 ساعت آینده 24بینی بار تنها برای پیش •

 های هواشناسیعدم استفاده از داده •

دیتاست عمومی 

 UCIاز 
MSE 

[24], 

2018 
• MTS های زمانیشامل توالی پیوسته و گسسته سری 

های زمانی پیوسته در سری GRUو  LSTMتوسعه مدل ترکیبی  •

 و گسسته

 عدم مقایسه با مدل های یادگیری عمیق •

 ساعت آینده 24بینی بار تنها برای پیش •

 محدودیت رکوردهای دیتاست •

دیتاست 

 اختصاصی
MAPE 
MAE 

[25], 

2017 
بهره گیری از پتانسیل یادگیری عمیق با مقایسه عملکرد بین  •

 "عمقی"و  "عمقکم"های عصبی شبکه

 با عمقهای مختلف RNNبکارگیری  •

 ساعت آینده 24بینی بار تنها برای پیش •

 محدودیت رکوردهای دیتاست •

 های هواشناسیعدم استفاده از داده •

دیتاست 

 اختصاصی

RMSE 
MAE 
MAPE 

 

[26], 

2019 
 محور اکتشافی-های مشتریتحلیل داده •

 بردن ناسازگاری در باربندی مبتنی بر چگالی برای از بینخوشه •

 LSTMبینی بار بر اساس  چارچوب پیش •

 عدم مقایسه با مدل های یادگیری عمیق •

 ساعت آینده 24بینی بار تنها برای پیش •

 های هواشناسیعدم استفاده از داده •

دیتاست 

 اختصاصی
MAPE 

[39], 

2020 
بینی بار با استفاده از یافتن پیکربندی بهینه برای مدل پیش •

PSO  وGA 

• SLTF  از طریق مدلLSTM چند توالی 

مقایسه روش تنها با برخی از روشهای اصلی یادگیری  •

 ANNو  SVRماشین نظیر 

 های هواشناسیعدم استفاده از داده •

دیتاست 

 اختصاصی
RMSE 
MAE 

[40], 

2017 
 LSTMمعماری ساده   •

 دروازه ورودی/خروجی با استفاده از سیگموئید •

 عدم مقایسه با مدل های یادگیری عمیق •

 محدودیت رکوردهای دیتاست •

دیتاست 

 اختصاصی
RMSE 
MAPE 

[27], 

2019 
 انباشته شده GRUرمزگذاری خودکار به همراه  •

 در نظر گرفتن اطلاعات تعطیلات  •

 بینیبرای پیش GRUلایه  3استفاده از شبکه عصبی عمیق  •

 در هنگام افزایش حجم داده ورودی overfittingمشکل  •

  GRUنیاز به بهبود سطوح تکرار مدل  •

 های سری زمانی در داده SAEمحدودیت ورودی  •

دیتاست 

 اختصاصی
NMAE 
NRMSE 

[41], 

2020 
 LSTMای بر اساس بینی مصرف انرژی دورهپیش •

 استخراج ویژگی های پنهان توسط نمودار همبستگی •

مقایسه روش تنها با برخی از روشهای اصلی یادگیری  •

 ARو  BPNNنظیرماشین 

 های هواشناسیعدم استفاده از داده •

دیتاست 

 اختصاصی
MSE 
MAE 

[28], 

2018 
 بینی سری زمانیبرای پیش RNNو  CNNترکیب  •

به موازات  ARافزایش توانایی مدل با استفاده از مدل خطی  •

 شبکه عصبی غیرخطی

 تنظیم دستی پارامتر طول پرش از لایه مکرر  •

 های هواشناسیعدم استفاده از داده •

 ساعت آینده 24بینی بار تنها برای پیش •

دیتاست عمومی 

 UCIاز 
RSE  
CORR 

[43], 

2020 
 ترکیب رویکرد پارامتری و غیر پارامتری •

برای  LSTMو  XGBoost Rregressorترکیبی از شبکه  •

 بینیپیش

  XGBoost گیریافزایش زمان ایجاد درخت تصمیم •

 overfittingمستعد مشکل  •

 ساعت آینده 24بینی بار تنها برای پیش •

دیتاست عمومی 
GEFCom2014 

MAPE 

[30], 

2020 
 های هواشناسیعدم استفاده از داده • سازی هوشمندو الگوریتم بهینه SOMبا  LSTMترکیب  •

  ساعت آینده 24بینی بار تنها برای پیش •

دیتاست 

 اختصاصی
RMSE 

[31], 

2020 
های توالی توسط : پردازش دادهCNNو  GRUمدل ترکیبی  •

GRU زمانی توسط -و پردازش ماتریس فضاییCNN 

 مدت زمان طولانی آموزش شبکه عصبی  •

 های هواشناسیعدم استفاده از داده •

  ساعت آینده 24بینی بار تنها برای پیش •

دیتاست 

 اختصاصی
RMSE 
MAPE 

۴۱

 [
 D

O
I:

 1
0.

52
54

7/
ie

ijq
p.

10
.1

.3
5 

] 
 [

 D
O

R
: 2

0.
10

01
.1

.2
32

22
34

4.
14

00
.1

0.
1.

6.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ie
ijq

p.
ir

 o
n 

20
26

-0
2-

15
 ]

 

                             7 / 17

http://dx.doi.org/10.52547/ieijqp.10.1.35
https://dor.isc.ac/dor/20.1001.1.23222344.1400.10.1.6.1
https://ieijqp.ir/article-1-757-fa.html


 سینا قصایی، رضا روانمهر

 

       1400بهار  22شماره پیاپی  1شماره  دهمپژوهشی کیفیت و بهره وری صنعت برق ایران سال  -نشریه علمی

 

های آب و هوا نیز با استفاده از وب همانطور که ذکر شد، داده

شوند. استخراج می Darkskyسایت از وب DarkSkyLibهای سرویس

نشان  3آوری شده شامل فیلدهایی است که در جدول اطلاعات جمع

 داده شده است.
 های وضعیت آب و هوا(: داده3جدول )

 توصیف نوع داده نام فیلد
UnixTime int برچسب زمانی یکتای ثبت اطلاعات 

CloudCoverage float درصد پوشش ابری 
Humidity float  رطوبت هوادرصد 

Temperature float دمای واقعی 
ApparentTemperature float دمای احساس شده توسط انسان 

WindSpeed float سرعت باد 

 هاپردازش دادهپیش -2-4

شود تا پردازش میاکنون اطلاعات استخراج شده از مرحله قبل پیش

 استفاده در شبکههای ذخیره شده برای اطمینان حاصل شود که داده

جریان کار  2عصبی عمیق ارائه شده در این مقاله مناسب هستند. شکل 

 دهد.ها را نشان میپردازش دادهمرحله پیش

های زمانی هستند بینی مصرف بار الکتریکی از نوع سریمسائل پیش

ها به شبکه عصبی، ساختار داده باید به در نتیجه جهت آموزش داده

رآورده شود. به همین منظور در مرحله صورت سری زمانی د

پردازش داده، ساختار مورد نیاز شبکه با استفاده از الگوریتم پیش

Sliding Window شود، بدین صورت که چند رکورد در یک تولید می

گیرند که تعداد رکوردهای درون پنجره با مشخصه آرایه کنار هم قرار می

Window Size در نتیجه اطلاعات وضعیت آب و هوا،  شود.تعیین می

tاطلاعات زمانی و اطلاعات مصرف بار از زمان  n−  تا زمانt  در یک

های زمانی و وضعیت آب و هوای یک گیرند. در نهایت دادهآرایه قرار می

ن مجموعه داده حاوی شوند، ایآرایه اضافه میانتهای ساعت آینده نیز به 

شود. نامیده می xهای آب و هوا، زمان و بار اکتیو مجموعه داده داده

دهد که در آن چندین رکورد ساختار این سری زمانی را نشان می 3شکل 

 اند.در کنار هم قرار گرفته xبه شکل آرایه 

               

                               :

-            /     

-                    

-                           

                             

         :

-                   

-                 

                               

             

                

                     

                 

                 

             

        

           

       

               2

        3     

 
 هاپردازش دادهپیشکار فاز (: جریان 2شکل )

ستتاعت  y از طرفی، آرایه ستتت بار اکتیو  جهت نگهداری مقادیر در

ستتری 1کد شتتبه شتتود.بعد تولید می های زمانی با چگونگی تولید این 

 دهد.را نمایش می  Sliding Windowاستفاده از الگوریتم 

 

 
 عمیق آموزش شبکه عصبی های زمانی برایسری(: تولید 1کد)شبه

 
 ساختار داده سری زمانی(: 3شکل )
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 معماری شبکه عصبی عمیق -3-4

CLSMNet  :از ترکیب دو شبکه عصبی عمیق تشکیل شده استCNN 

به ترتیب برای استخراج  LSTMو  CNNهای . از معماریLSTMو 

های بینی میزان مصرف بار در ساعتها و پیشالگوهای موجود در داده

 شود.بعدی استفاده می

از سه ردیف موازی متشکل از دو لایه  CLSMNetدر  CNNبخش 

به صورت  CNNهای کانولوشن تشکیل شده است. استفاده از کامپوننت

های متفاوت هستند، توانایی موازی که هر کدام دارای فیلترهایی با اندازه

با  CNNهای عصبی دهد. شبکهتر را به شبکه میاستخراج الگوهای غنی

اند. هر نود فقط به یک بخش محلی از تفکر اتصالات محلی بوجود آمده

های شبکه عصبی با ورودی متصل است. با جایگزین کردن جمع وزن

توان به اتصال محلی دست یافت. در هر لایه از عملیات کانولوشن می

CNN ها )یا همان ها و ماتریس وزن، عملیات کانولوشن بین ورودی

 کند. تولید میها را شود که نگاشت ویژگیفیلترها( اعمال می

های داخل هر لایه با احتمال در معماری پیشنهاد شده تمامی نرون

شوند. پس از انجام عملیات می Dropoutای از پیش تعیین شده

عبور کرده که باعث  Max Poolکانولوشن، ماتریس خروجی از یک لایه 

کند. کاهش حجم اطلاعات شده و در عین حال اطلاعات مهم را حفظ می

با  Concatenateموازی با استفاده از  CNNنهایت خروجی سه در 

 شود.داده می LSTMیکدیگر ادغام شده و به بخش 

در  CNNنشان داده شده است اندازه فیلترهای  4همانطور که در شکل 

است و تعداد فیلترها برای تمامی  13و 11، 9لایه اول به ترتیب 

CNN های فیلترهای لایه دوم به ترتیب باشد. اندازهمی 64های این لایه

 لایههای این CNNهستند و تعداد فیلترها برای تمامی  11و  9، 7برابر 

و باشد می 2تمامی فیلترها برابر  40است. همچنین گام حرکتی 32نیز 

 اند.درصد تعیین شده CNN ،30های نرون Dropoutمتغیر احتمال 

ها نیز و اندازه آن 2نیز دارای گام حرکتی  Max Poolهای تمامی لایه

 باشد.می 2برابر 

استفاده شده است.  CNNنیز بهمراه  LSTMپژوهش از شبکه  ایندر 

طراحی شده دنباله ورودی  LSTMشبکه  1 2, ,..., nx x x  را با

 کند:استفاده از فرمول زیر مدل می

𝑂𝑡 = 𝜎𝑡 × 𝑡𝑎𝑛ℎ (𝐶𝑡) (8) 

tx  ورودی در زمانt و  است
th باشد که وضعیت مخفی نرون می

 است. tهای مشاهده شده تا زمان برداری حاوی تمامی ورودی

با تغذیه دنباله  1 2, ,..., nx x x  بهLSTMهای وضعیت ، خروجی

مخفی  1 2, ,..., nh h h های بدست آمده بدست خواهد آمد. خروجی

 های مخفی تولیددیگری داده شده و دنباله جدید از وضعیت LSTMبه 

خروجی دنباله  LSTMخواهد شد و در نهایت آخرین لایه 

 1 2, ,..., nh h h  را از لایه قبلی دریافت کرده و یک مقدار نهایی را

بینی بار اکتیو برای واقع پیش کند که این خروجی نهایی درتولید می

معماری شبکه ترکیبی پیشنهادی در  4گام زمانی بعد است. شکل 

CLSMNet دهدرا نشان می. 
Input Layer

1D CNN
Kernel Size 13

64 Filters
Stride of 2

1D CNN
Kernel Size 11

64 Filters
Stride of 2

1D CNN
Kernel Size 9

64 Filters
Stride of 2

1D MaxPool
 Size of 2

Stride of 2

1D MaxPool
 Size of 2

Stride of 2

1D MaxPool
 Size of 2

Stride of 2

0.3 Dropout 
Chance

0.3 Dropout 
Chance

0.3 Dropout 
Chance

1D CNN
Kernel Size 11

32 Filters
Stride of 2

1D CNN
Kernel Size 9

32 Filters
Stride of 2

1D CNN
Kernel Size 7

32 Filters
Stride of 2

1D MaxPool
 Size of 2

Stride of 2

1D MaxPool
 Size of 2

Stride of 2

1D MaxPool
 Size of 2

Stride of 2

0.3 Dropout 
Chance

0.3 Dropout 
Chance

0.3 Dropout 
Chance

Concatenate 
(Merge)

LSTM
50 Units
Return 

Hidden States

LSTM
50 Units
Return 

Hidden States

LSTM
50 Units
Return 

Hidden States

LSTM
50 Units

Return Final 
State

LSTM
50 Units
Return 

Hidden States

Fully Connected Neural Network
1 Neuron Return 1 Output

Active Load Prediction for the 
Next One Hour

Output Layer 
 CLSMNet(: معماری شبکه عصبی عمیق پیشنهادی در 4شکل )

های بهینه شبکه از الگوریتم بهینه سازی برای دستیابی به وزن

Adam [44استفاده شده که در ] نمایش داده شده است.  2کد شبه 

 
 Adamسازی (: الگوریتم بهینه2کد )شبه

 آموزش شبکه عصبی عمیق -4-4

شود تا دقت های تجربی به شبکه وارد میدر طول آموزش شبکه، داده

فرآیند  5بینی بار فعال ارزیابی شود. شکل شبکه پیشنهادی در پیش

 دهد.را نشان می CLSMNetآموزش شبکه عصبی عمیق 
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                              (epoch)      

                   /      

                      

                        

                                     

                             

Epoch       ≥Epoch       

                  epoch

No

No

Yes

Yes

                          
 

 CLSMNet(: فرآیند آموزش شبکه عصبی عمیق 5شکل )

شبکه عصبی های ها/خروجیو ورودیهای مختلف لایه 7شکل 

CLSMNet  دهد.نشان می 5شکل آموزش فرآیند  اساسرا بر 

 بینی مصرف بار الکتریکیپیش -5-4

پس از پایان فرآیند آموزش شبکه عصبی عمیق با استفاده از مجموعه 

 4.2باشند )در بخش ها میها و برچسبکه حاوی ویژگی yو  xهای داده

 شود.بینی بار اکتیو ساعات آینده انجام میبدست آمدند(، پیش

بینی در روش پیشنهاد شده فقط اولین رکورد در برای شروع پیش

فیست. همانطور که قبلا نیز عنوان شد مجموعه داده کا xمجموعه داده 

x  .حاوی اطلاعات گذشته وضعیت آب و هوا، زمان و بار اکتیو است

به شبکه عصبی عمیق داده شده و  پردازشرکوردی از این آرایه برای 

کند. حال بینی شده برای ساعت آینده را تولید میشبکه بار اکتیو پیش

نی شده، وضعیت آب و هوا و اطلاعات زمانی، بیبا استفاده از بار پیش

شود، سپس این آرایه به انتهای آرایه سری زمانی آرایه جدیدی تولید می

حاوی اطلاعات ساعات گذشته اضافه شده و پنجره یک گام زمانی به 

بینی توسط شبکه جریان کار فرآیند پیش 6. شکل کندجلو حرکت می

 دهد.را نمایش می

                     
               

             

        

              

                

              

             

           

                        

                 

                       

                      

            

                      
Yes No

 
 بینی بار اکتیو(: جریان کار پیش6شکل )

بینی بار اکتیو در ساعات برای پیش تولید پنجره زمانی بعدی 3کد شبه

 دهد.آینده را نمایش می

 
 بینی بار اکتیوبرای پیش (: تولید پنجره زمانی بعدی3کد )شبه

بینی صورت تکراری با تعداد پیشلازم به ذکر است که این فرآیند به 

شود. ای ذخیره میبینی جدید در آرایهمورد نظر انجام شده وهر پیش

های زمانی مورد این فرآیند تکرار شونده را با استفاده از سری 8شکل 

 دهد.نظر نشان می

 سازی و ارزیابیشبیه -5

بینی، در این بخش، پس از معرفی معیارهای سنجش دقت پیش

سازی ارائه افزار محیط پیادهافزار/نرماز پیکربندی سختای خلاصه

مورد بحث و بررسی قرار  CLSMNetشود. سپس ، نتایج ارزیابی می

های موجود در پیش بینی کوتاه مدت گرفته و با برخی از بهترین روش

 شود.مصرف بار مقایسه می

 بینیمعیارهای سنجش دقت پیش -1-5

 )RMSE( 41برای ارزیابی روش ارائه شده، از ریشه میانگین مربعات خطا

 RMSEشود. استفاده می )MAPE( 42و میانگین درصد قدر مطلق خطا

 :کندگیری میمیزان خطای بین دو مجموعه داده را طبق رابطه زیر اندازه

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑌̂𝑖 − 𝑌𝑖)

2

𝑛

𝑖=1

 (9) 

MAPE بینی یک سنجه آماری برای تعیین دقت یک سیستم پیش

زیر  کنند و طبق رابطهگیری میاست. این دقت را به صورت درصد اندازه

 شود:محاسبه می

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑌̂𝑖 − 𝑌𝑖

𝑌𝑖

|

𝑛

𝑖=1

 (10) 

علاوه بر این، به منظور مقایسه با سایر روشها از معیارهای ریشه 

نیز  )CORR( 44ضریب همبستگی تجربیو  )RSE( 43مربعات نسبی خطا

است که برای  RMSEنسخه مقیاس شده معیار  RSEشود. استفاده می

ها توسعه یافته است. های خواناتر صرف نظر از مقیاس دادهارائه ارزیابی

بهتر است، در حالی که برای  RSE، مقادیر کوچکتر RMSEهمانند 

CORR( روابط 12( و )11لات )تر هستند. معادتر مناسب، مقادیر بزرگ

RSE  وCORR دهد:را نشان می 
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 LSTMو  CNNده از شبکه های عصبی عمیق اپیش بینی کوتاه مدت مصرف بار الکتریکی با استف
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 عصبی شبکه لایه هر خروجی و ورودی تنسورهای اندازه و (: معماری7شکل )

 

 
 بینی بار اکتیوبه منظور پیش های زمانی برای تولید پنجره بعدی(: سری8شکل )
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𝑅𝑆𝐸 = √
∑ (𝑌̂𝑖 − 𝑌𝑖)

2𝑛
𝑖=1

∑ (𝑌𝑖 − 𝑚𝑒𝑎𝑛(𝑌))2𝑛
𝑖=1

 (11) 

𝐶𝑂𝑅𝑅 =
1

𝑛
× 

∑
∑ (𝑌𝑖 − 𝑚𝑒𝑎𝑛(𝑌))(𝑌̂𝑖 − 𝑚𝑒𝑎𝑛(𝑌̂𝑖))𝑛

𝑖=1

√∑ (𝑌𝑖 − 𝑚𝑒𝑎𝑛(𝑌))2𝑛
𝑖=1 × ∑ (𝑌̂𝑖 − 𝑚𝑒𝑎𝑛(𝑌̂𝑖)2𝑛

𝑖=1

𝑛

𝑖=1

 
(12) 

در تمامی روابط فوق
iY گیری شده )مقدار دهنده مقدار اندازهنشان

ˆواقعی( و 
iY بینی شده است.دهنده مقدار پیشنشان 

 افزارافزار/نرمپیکربندی سخت -2-5

نویسی پایتون به همراه ، از زبان برنامه CLSMNetسازیبرای پیاده

 استفاده شده است.  4افزاری جدول های نرمکتابخانه

 افزاریهای نرمکتابخانه - 4جدول
 توصیف نسخه کتابخانه

matplotlib 2.1.2 کتابخانه رسم نمودار 
Pandas 0.22.0 کتابخانه آنالیز داده 
pydot-ng 1.0.0  معماری شبکهکتابخانه نمایش 
pyodbc 4.0.22 API  ارتباط باODBC 

scikit-learn 0.19.1  کتابخانه یادگیری ماشین و استخراج

 داده
SQLAlchemy 1.2.1  کتابخانهSQL 
Darkskylib 0.3.91  کتابخانه ارتباط با سایتDarkSky  جهت

 دریافت اطلاعات آب و هوا
python-dateutil 2.6.1  تبدیل تاریخکتابخانه 

Keras 2.1.5 API های عصبی عمیقسازی شبکهپیاده 
Tensorflow-gpu 1.7.0 API های سازی و اجرای شبکهپیاده

 GPUعصبی عمیق با استفاده از 
Python 3.5.5  کتابخانه استانداردPython 

ارائه شده  5سازی در جدول افزاری محیط پیادهپیکربندی سخت

 است.

 مشخصات سخت افزاری سیستم اجرایی - 5جدول
 مشخصات اجزای سخت افزاری

CPU Intel(R) Core(TM) i7-7700HQ CPU - 2.80GHz, 4 

Core(s), 8 Logical Processor(s) 

GPU GeForce GTX 1050 Ti, NVIDIA compatible – 

4GB RAM 

RAM 16GB 

 CLSMNetنتایج ارزیابی  -3-5

را برای  CLSMNetنتایج حاصل از روش پیشنهادی  7و  6جداول 

دهد. برای این منظور ، روش مورد نظر برای پارامترهای مختلف نشان می

های زمانی مختلف ( و گام90تا  40های مختلف پنجره اطلاعات )از اندازه

ساعت( ارزیابی شده است. مقادیر مشخص شده با فونت  168تا  24)از 

بینی شده را نشان های زمانی پیشرین خروجی روش در گامدرشت بهت

 دهد.می
 های زمانی مختلفبینی مصرف بار برای گامپیش MAPE - 6جدول

 اندازه پنجره 

 اطلاعات

MAPE  

24 48 72 96 120 144 168 

40 1.154 1.257 2.115 2.453 2.900 3.540 3.922 

50 2.394 2.034 1.822 2.262 3.136 4.260 4.484 

60 1.381 1.813 1.832 1.834 2.504 3.722 3.486 

70 2.212 2.446 2.320 2.322 2.464 3.301 3.414 

90 1.533 1.373 1.951 1.858 2.097 2.928 3.132 

 

 های زمانی مختلفبینی مصرف بار برای گامپیش RMSE - 7جدول
 اندازه پنجره 

 اطلاعات

RMSE  

24 48 72 96 120 144 168 

40 1.922 2.184 2.338 4.0764 4.581 5.577 6.862 

50 4.175 3.584 3.417 4.0811 6.012 8.839 9.106 

60 2.673 3.355 3.359 3.309 5.180 7.056 7.185 

70 3.636 4.065 3.938 3.386 3.821 6.139 6.455 

90 2.642 2.483 2.625 3.931 4.142 6.146 6.577 

همانطور که در جداول فوق نشان داده شده است، اندازه پنجره 

ساعت آینده )پیش  48و  24های زمانی بینی گامدر پیش 40اطلاعات 

دهد، در را نتیجه می RMSEو  MAPEبینی یک و دو روزه( بهترین 

ساعت  96برای گام زمانی  RMSEو   MAPEحالی که بهترین مقادیر 

آید. بدست می 60زه( از اندازه پنجره اطلاعات آینده )پیش بینی چهار رو

های زمانی بینی گامدر پیش 90و  70درنهایت، اندازه پنجره اطلاعات 

بینی پنج، شش و هفت روزه( ساعت آینده )پیش 168و  144، 120

RMSE  وMAPE توان نتیجه گرفت آورند. بنابراین میبهینه را بدست می

تر باشد ، عملکرد شبکه در بزرگ که هرچه اندازه پنجره اطلاعات

 بینی آینده  بهتر است.پیش

بینی شده و میزان واقعی مصرف بار را برای نمودارهای زیر مقادیر پیش

 دهند.ساعت آینده نشان می 168ساعت تا  24های زمانی مختلف از گام
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 گام زمانی آینده 24بینی مصرف بار برای (: پیش9شکل )

 
 گام زمانی آینده 96بینی مصرف بار برای (: پیش10)شکل 

 های موجودبا روش CLSMNetمقایسه  -4-5

های موجود در را با برخی از بهترین روش CLSMNetدر این بخش، 

کنیم تا جایگاه روش بینی کوتاه مدت مصرف بار مقایسه میپیش

 های موجود دراین زمینه مشخص شود.پیشنهادی در پژوهش

های مشخص شده است، بسیاری از روش 1در جدول  همانطور که

های اختصاصی برای بینی کوتاه مدت مصرف بار از مجموعه دادهپیش

ها نیز از مجموعه کنند. با این حال، تعدادی از روشارزیابی استفاده می

تر برند. به منظور ارزیابی هر چه دقیقهای در دسترس عموم بهره میداده

CLSMNet رد فوق بطور همزمان انجام شده است. اول آنکه از ، دو رویک

های سازی روشهای اختصاصی تهیه شده در این مقاله برای پیادهداده

دیگر استفاده شده است. همچنین، به منظور از بین بردن هرگونه عدم 

با استفاده از یک  CLSMNetتناقض یا بایاس احتمالی در مجموعه داده، 

توسط بسیاری از مقالات استفاده شده است،  مجموعه داده عمومی، که

 شود.نیز ارزیابی می

 
 گام زمانی آینده 168بینی مصرف بار برای (: پیش11شکل )

برای نیل به هدف اول ارزیابی، چهار روش مختلف انتخاب شده 

[ 30و ] MTS-RNN [ ،37]CNN [ ،43 ]LSTM-XG[24است: ]

LSTM-SOM های یادگیری عمیق برای افزایش که تمام آنها از شبکه

اند. این رویکردها با بینی مصرف بار الکتریکی استفاده کردهدقت پیش

سازی پیاده CLSMNetاستفاده از مجموعه داده مورد استفاده در 

بینی مصرف بار الکتریکی کوتاه مدت با در نظر گرفتن اند. دقت پیششده

تجزیه و تحلیل شده است که نتایج مقایسه  RMSEو  MAPEمعیارهای 

CLSMNet ساعت آینده در جدول  24های فوق برای پیش بینی با روش

آمده است. با توجه به خصوصیات ذاتی فرآیندهای ارائه شده در کلیه  8

ساعت  24مقالات مورد مقایسه، تمام آنها فقط میزان بار مصرف را برای 

ای یکسان و عادلانه، تنها بنابراین، برای مقایسهاند. بینی کردهآینده پیش

 منظور شده است. 8ساعت آینده در جدول  24بینی بار برای نتایج پیش
 24بینی بار با سایر رویکردها برای پیش CLSMNetمقایسه  - 8جدول

 داده اختصاصیساعت آینده با استفاده از مجموعه

MAPE RMSE روش 

1.154 1.922 CLSMNet 

1.309 2.215 MTS-RNN [24] 

1.661 2.710 CNN [37] 

2.123 2.925 LSTM -XG [43] 

2.754 3.373 LSTM-SOM [30] 

، RMSEو  MAPEذکر شد ، در هر دو معیار  8همانطور که در جدول 

 24بینی بار الکتریکی بهبود قابل توجهی در پیش CLSMNetروش 

 دهد.های مقایسه شده نشان میساعت آینده نسبت به روش

MTS-RNN  از پنج ردیف موازی شبکهGRU کند که استفاده می

های مختلف سری زمانی با هر ردیف آن دارای دو لایه است. ردیف

شوند. اما بینی بار به این شبکه منتقل میساختارهای متغیر برای پیش

ورودی  های مفید از مجموعه دادههیچ پردازشی برای استخراج ویژگی
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ستفاده از با ا CLSMNetکه این کار در صورت نگرفته است، در صورتی

در  GRUهای انجام شده است. علاوه بر این، شبکه CNNیک مدل 

تر هستند. در واقع، ضعیف LSTMیادگیری الگوهای بلند مدت نسبت به 

بتواند  CLSMNetباعث شده است  LSTMو  CNNاستفاده ترکیبی از 

های طولانی مدت را استخراج کرده ها و الگوهای موجود در دادهویژگی

 ببیند. و آموزش

برای استخراج و یادگیری الگوهای  CNNاز سه لایه   CNNروش

های زمانی  با استفاده از یک کند، در حالیکه دادهمصرف بار استفاده می

شوند. در پردازش می CNNهای شبکه کاملاً متصل و بدون عبور از لایه

CLSMNetها به صورت یکپارچه از طریق سه ردیف ، تمام دادهCNN 

فیلتر متفاوتی دارند. تغذیه کلیه شوند که هر کدام اندازه گذرانده می

های ویژگی دهد تا نگاشتاجازه می CNNها به صورت یکپارچه به داده

تری تولید کرده و همچنین روابط بین پارامترهای مختلف ورودی دقیق

بینی برای پیش LSTMاز  CLSMNetرا شناسایی کند. علاوه بر این، 

بینی همان برای پیش [7] کند، که درمصرف بار الکتریکی استفاده می

CNN .بکاربرده شده است 

 GBDTمبتنی بر  XGBoostاز رگرسیون  با استفاده  LSTM -XGدر 

های زمانی غیر برای سری LSTMهای زمانی پارامتری و برای سری

های فعلی و قبلی را محاسبه و شناسایی پارامتری، الگوهای بین داده

را برای  min-maxساده بندی کند. این روش تنها مقیاسمی

پیشنهادی  LSTMگیرد. علاوه بر این، معماری پردازش به کار میپیش

بسیار ابتدایی بوده و فقط شامل یک دروازه ورودی/خروجی/ فراموشی 

یک شبکه عصبی عمیق کامل  CLSMNetساده است. در حالی که در 

 ( و یک شبکه عصبی عمیقCNNهای ویژگی )برای تولید دقیق نگاشت

 ( ارائه شده است.LSTMبینی بار )دیگر برای پیش

-LSTMدر  SOMبندی شده بر اساس بینی بخشمفهوم پیش

SOM   برای کاهش نوسانات منحنی بار استفاده شده است، در حالی که

پیچیدگی کلی منحنی بار به طور موثر تجزیه و تحلیل نشده است. در 

های بهینه محلی در سازی هوشمندی برای یافتن وزناین روش بهینه

LSTM بندی شده در بینی بخشطراحی شده است. پیشLSTM-SOM 

یک سری زمانی محدود و بدون در نظر گرفتن  بینی بار را فقط برایپیش

کند. بنابراین دقت و پذیر میها بر یکدیگر امکانتأثیر متقابل این بخش

 یابد.بینی کاهش میاثربخشی نتایج پیش
گونه که در مقدمه زیرفصل نیز اشاره شد، برای ارزیابی بیشتر همان

CLSMNet است. برای ، از یک مجموعه داده عمومی نیز استفاده شده

های زیر بر مبنای مجموعه داده با روش CLSMNetاین منظور، نتایج 

ElectricityLoadDiagrams  که از مخزن یادگیری ماشینUCI 

 شود:[ ، مقایسه می45] استخراج شده است

•45AR46: معادل مدلVAR [ 46یک بعدی است .]VAR  به دلیل سادگی

 های زمانی چند متغیره است.های بسیار پرکاربرد در سرییکی از مدل

• TRMF مدلی از :AR 47است که از فاکتورسازی ماتریس منظم موقتی 

برای تنظیم این ساختار زمانی در  TRMF[. 47کند ]استفاده می

کننده موقتی فرمولاسیون استاندارد فاکتورسازی ماتریس، یک تنظیم

 کند.طراحی می

• VAR-MLP ترکیبی از :MLP  وAR [48.] 

• GRU-CNN مدل ترکیبی :GRU  وCNN [31.] 

 • LSTNet-skip روشی مبتنی بر :LSTN با یک لایه جهشی RNN [28.] 

• LSTNet-Attn روشی مبتنی بر :LSTN [ 28با یک لایه توجه زمانی.] 

شامل بار الکتریکی  ElectricityLoadDiagramsمجموعه داده 

تا پایان سال  2011پست انتقال در کشور پرتغال از ابتدای سال  370

 هادقیقه است که تعداد کل داده 15برداری میلادی با دوره نمونه 2014

 باشد.می 140256در آن برابر با 

کر شدند از آنجا که تقریباً تمام روشهای مورد مقایسه که در بالا ذ

و  RSEساعت آینده بر اساس معیارهای  24میزان بار الکتریکی را برای 

CORR نتایج ارزیابی با توجه به این  9کنند، در جدول بینی میپیش

نشان داده شده  9معیارها نشان داده شده است. همانطور که در جدول 

بهبود قابل  CLSMNet، روش CORRو  RSEاست، در هر دو معیار 

های ساعت آینده نسبت به روش 24بینی بار الکتریکی در پیش توجهی

 دهد.مقایسه شده نشان می

 24بینی بار با سایر رویکردها برای پیش CLSMNetمقایسه  - 9جدول

 داده عمومیساعت آینده با استفاده از مجموعه
RSE CORR روش 

0.0912 0.9273 CLSMNet 

0.1007 0.9119 LSTNet-skip [28] 

0.1059 0.9025 LSTNet-Attn [28] 

0.1123 0.8236 GRU-CNN [31] 

0.3656 0.7471 TRMF [47] 

0.1274 0.8679 VAR-MLP [48] 

0.1054 0.8595 AR [46] 

استفاده شده است و  LSTMبا ترکیب  CNNیک لایه  LSTNetدر 

شود زمان آموزش شبکه نیز استفاده نکرده که باعث می Poolingاز لایه 

به  CLSMNetهای مورد نیاز برای آموزش نسبت به شبکه و حجم داده

با عمق بیشتر قادر به  CLSMNetمراتب بیشتر باشد. همچنین، شبکه 

 Max Poolingهای ها است و به علت استفاده از لایهیادگیری بهتر داده

 کند.تر و پایدارتر عمل می، شبکه سریعDropoutمتعدد و الگوریتم 

GRU-CNN   یک ماژولGRU  را برای یادگیری اطلاعات مفید در

گیرد. با کار میلند مدت بار و از طریق یک سلول حافظه بههای بداده

معمولاً در یادگیری الگوهای بلند مدت نسبت  GRUهای این حال، شبکه

 LSTMکه مبتنی بر  CLSMNetتر هستند. بنابراین، ها ضعیف LSTMبه 

 تری را ارائه دهد.است می تواند نتایج دقیق

TRMF  بعدی های پنهان کمه نمایشهای با ابعاد بالا را بسیگنال

با انواع مختلفی از تنظیمات برای  VARکند، سپس از تبدیل می

استفاده از ترکیبی از  CLSMNetکند. اما، در بینی استفاده میپیش

CNN  وLSTM ها و الگوهای نتایج بهتری در استخراج و یادگیری ویژگی

 دهد.های بلند مدت ارائه میداده
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)میانگین متحرک  ARIMAدل خطی از م  VAR-MLPدر 

با هدف استخراج اشکال مختلف  ANN( و مدل غیرخطی  ARیکپارچه

شود. در های سری زمانی به طور مشترک استفاده میروابط در داده

های بنیادی هستند که روش VAR-MLPو   ARحقیقت، هر دو رویکرد

ا به عنوان بینی مبتنی بر یادگیری عمیق از آنههای پیشبسیاری از مدل

های کنند تا نشان دهند شبکهای برای مقایسه استفاده میهای پایهروش

بینی بار را بهبود توانند اثربخشی و دقت پیشعصبی عمیق چگونه می

 بخشند.

 گیری و کارهای آیندهنتیجه -6

بینی مصرف بار الکتریکی، هم از سوی های مرتبط با پیشپژوهش

پژوهشی و هم از سمت صنایع، مورد توجه بسیاری دانشگاها و مؤسسات 

های اخیر قرار گرفته است. اگرچه هنوز در بسیاری از مراکز از در سال

بینی مصرف بار الکتریکی استفاده های سنتی و مرسوم برای پیشروش

بینی موثر و دقیق کارآمدی شود، اما این رویکردها در ارائه یک پیشمی

بینی کوتاه مدت در میزان جه به تأثیر پیشلازم را ندارند. با تو

ها سنتی های رخ داده و سلامت تجهیزات توزیع و انتقال، روشخاموشی

های عصبی عمیق جایگزین تر مانند شبکهبه تدریج با رویکردهای مدرن

 می شوند.

، یک رویکرد شبکه عصبی ترکیبی CLSMNetروش پیشنهادی، 

و  CNNهای ق با ترکیب معماریهای یادگیری عمیاست که از تکنیک

LSTM گیرد. بهره میCNN  وLSTM  به ترتیب برای استخراج الگوهای

بینی مصرف بار در ساعات بعدی های ورودی و پیشموجود در داده

برای پارامترهای پیکربندی شبکه مانند  CLSMNetاند. استفاده شده

تر بهینه شده است. ها و همچنین اندازه فیلهای شبکه و نرونتعداد لایه

CLSMNet  168قادر است میزان بار الکتریکی را با دقت مناسب تا 

بینی های پیشبینی کند، در حالی که اکثر روشساعت )یک هفته( پیش

ساعت آینده  24بینی تا بار الکتریکی کوتاه مدت تنها قادر به پیش

های موجود در هستند. روش پیشنهادی با برخی از بهترین روش

بینی کوتاه مدت مصرف بار الکتریکی مقایسه شده است. نتایج پیش

بینی بر اساس پارامترهای ارزیابی نشان دهنده بهبود دقت در پیش

MAPE ، RMSE، RSEو CORR باشد.می 

 تواند به عنوان کارهای آینده در نظر گرفته شود:های زیر میپژوهش

تعمیر و  هایماستفاده از یادگیری عمیق در هوشمندسازی سیست •

های سرویس و بینی زماننگهداری پیشگیرانه جهت پیش

 .های تجهیزات توزیع و انتقالجلوگیری از خرابی

تکمیل مجموعه داده آموزش شبکه با تعطیلات رسمی و برخی از  •

رویدادهای مهم تاثیرگذار در مصرف بار و سپس بررسی میزان 

 .هابینیبهبود دقت پیشتاثیرگذاری اطلاعات اضافه شده در 

های عصبی عمیق، به ویژه در مراحل توسعه انواع دیگری از شبکه •

ها مانند شبکه عصبی کپسول استخراج و یادگیری ویژگی

(CapsNet به جای مدل فعلی )CNN. 
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