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های برداری و کنترل سیستمبهره در سیستم های قدرت و بدنبال آن شکل گیری بازارهای برق، پذیرمنابع انرژی تجدید نفوذبا افزایش  :چکیده

باد بوده که تأثیر مستقیم بر هزینه کل  انرژیهای اصلی مواجهه با عدم قطعیت یکی از چالش با چالش های مختلفی همراه خواهد بود. قدرت

مختلفی مبتنی بر منطق فازی پیشنهاد شده است تا اثربخشی آنها جهت کاهش عدم قطعیت  در این مقاله، رویکردهای .خواهد داشتبرداری بهره

برای دستیابی به این هدف، عملکرد سه روش فازی برای  .های بادی، نشان داده شودذکر شده از طریق پیش بینی دقیق توان تولید شده در توربین

و حداقل مربعات  (BLS) های حداقل مربعاتهای تاریخی باد، الگوریتمبتدا با استفاده از دادهحل این مسئله مورد تحلیل و بررسی قرار گرفته است. ا

، تلفیق شده تا دقت پیش بینی را  (MLFE)با استفاده از تکنیک یادگیری اصلاح شده  RLS در ادامه، الگوریتم .شونداجرا می (RLS) مجاز

به دلیل توانایی بالا در حل چنین مسائلی به منظور مقایسه و تایید نتایج بدست آمده،  (ANN) ، شبکه های عصبی مصنوعیهمچنین .افزایش دهد

نتایج نشان  در نهایت آنالیز حساسیت برخی از پارامترها بر روی پیش بینی توان مزارع بادی مورد بررسی قرار گرفته است. .مورد استفاده قرار گرفته است

به مراتب از  (RLS-MLFE) توانایی خوبی برای حل مسئله پیش بینی دارند، اما الگوریتم پیشنهادی  ANN های فازی ودهد گرچه اکثر روشمی

 دقت بهتری نسبت به دیگر روش ها برخوردار می باشد.

 .، شبکه های عصبی مصنوعیMLFEآنالیز فازی، عدم قطعیت توان باد، الگوریتم  :ی کلیدیهاواژه
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 مقدمه -1
به دلیل بحران های شدید انرژی و تغییرات آب و هوایی، منابع انرژی 

ای برای تولید برق استفاده های اخیر به طور گستردهتجدیدپذیر در دهه

گردند. با توجه به پاکیزگی و قابلیت دسترسی گسترده، مزارع بادی می

تبدیل به یکی از محبوب ترین منابع انرژی تجدید پذیر در سراسر جهان 

اند. ظرفیت نصب شده مزارع بادی در سراسر جهان در دهه گذشته شده

 320به حدود  2013یش یافته و تا پایان سال برابر افزا 30حدود 

با این حال، تصادفی بودن و متناوب بودن  .]1[گیگاوات رسیده است

تولید توان باد، منجر به چالش مهمی در ادغام آنها با سیستم های قدرت 

های ناپایدار این مشکل به طور عمده ناشی از ویژگی .موجود شده است

بطه غیر خطی بین سرعت باد و توان باد و نامشخص سرعت باد و نیز را

می باشد. به منظور مقابله با این چالش، پیش بینی تولید انرژی باد به 

. بنابراین، ]2[شود های ارزان قیمت شناخته میحلعنوان یکی از راه

های پیش بینی دقیق و قابل اعتماد در مورد توان باد جهت کاهش هزینه

های شبکه، بهبود قابلیت اطمینان و برنامه برداری، ارزیابی امنیتبهره

کاربردی مانند بازار برق، به مدار آوردن واحدها و پخش اقتصادی بار در 

 .سیستم های قدرت با نفوذ بالای باد بسیار سودمند است

در بسیاری از تحقیقات پیش بینی تولید توان باد با دقت بالا به کمک 

توان به سه این رویکردها را می اند. رویکردهای بسیار پیچیده انجام شده

( 3رویکردهای آماری؛ و  (2( رویکردهای فیزیکی؛ 1دسته تقسیم کرد: 

های در گروه اول، بر اساس مدل رویکردهای مبتنی بر هوش مصنوعی.

سازی نموده و توان خروجی را مستقیما فیزیکی روند تبدیل را شبیه

-آماری براساس تحلیل سریدر گروه دوم، روش های  .کنندمحاسبه می

نمایند. در گروه های تاریخی توان خروجی باد عمل میهای زمانی داده

-سوم، روش یادگیری ماشین است که رابطه بین توان خروجی و ورودی

بعضی از تحقیقات گذشته که  دهند.های عددی را آموزش می

تولید بینی رویکردهای مبتنی بر دسته بندی های ذکر شده را برای پیش

  .گیرنداند، به صورت زیر مورد بررسی قرار میانرژی باد آینده بکاربرده

[ یک رویکرد مبتنی بر منطق فازی برای تولید فواصل پیش بینی 3در ]

شرطی پیشنهاد شده است. در اینجا، از روش غیر پارامتریک برای تنظیم 

ی برای [، توزیع نرمال منطق4کند. در ]بینی استفاده میفواصل پیش

مقابله با ماهیت غیر خطی توان باد در مدل پیش بینی احتمالاتی ارائه 

[، پیش بینی احتمالی توان باد برای 5در ]شده، پیشنهاد شده است. 

گیری در مورد تجارت انرژی باد در بازارهای روزقبل و هدایت تصمیم

پیش بینی های کمی برای هدایت  زمان واقعی توسعه داده شده است.

[، پیش 7ارائه شده است. در ] ]6[میمات بهینه با سطوح نامی در تص

ای از تولید توان باد پیشنهاد شده است تا راه حلی برای بینی فاصله

گیری اثرات بالقوه و خطرات سیستم در مواجهه با نفوذ هارزیابی و انداز

 [، با توجه به رزرو، ساختار بازار و تغییرات8در ] .باد را ارائه دهد

های سیستم قدرت جهت دستیابی به تعادل بهینه انرژی در زیرساخت

کوتاه مدت برای مقابله با عدم قطعیت انرژی باد مورد بررسی قرار گرفته 

[ مورد بررسی 10است. تأثیر تغییرات توان باد در برنامه ریزی تولید در ]

قرار گرفته است و نشان داده شده است که خروجی های سیستم مانند 

 عادل توان، رزرو و پخش توان بسیار تحت تاثیر قرار خواهد گرفت.ت

یکی  .برای این مسئله روش های مختلف پیش بینی پیشنهاد شده است

  (PDF) از روش های اصلی در بسیاری از مطالعات، تابع چگالی احتمال

است که برای پیش بینی توان باد ارائه شده است. پیش از این، عمدتا 

مورد استفاده قرار گرفته است.  ]β] 12-13[ و توزیع 11] توزیع گاوسی

و توزیع ویبول  γ [15][، توزیع 14توزیع دیگری مانند توزیع کوشی ]

[ مورد آزمایش قرار گرفته است. هر یک از روش های پیشنهادی به 16]

دلایلی برای پیش بینی های توان باد مناسب نیست. به عنوان مثال، 

را مشخص کند  اند ویژگی دنبال کنندگی توان بادتوزیع گاوسی نمی تو

 به اندازه کافی برای مدل سازی داده های β و در شرایط خاص، توزیع

به عنوان یک مدل  پایدار-α [، توزیع17دنبال نمی شود. در ] توان باد

توان باد  تشخیص دقیق برای توصیف ویژگی های متعدد از داده های

 ارائه شده است.

به طور کلی برای مدل  (SMCS) سازی مونت کارلوتکنیک شبیه 

خروجی توان تولیدی باد در سیستم های قدرت مورد استفاده قرار گرفته 

بهترین روش برای ارزیابی مطالعات انرژی باد  SMCS. روش ]18[است 

با این حال، مقیاس محاسبه این روش و ضروری بودن داده های  .است

آن را در مقابله با شبکه های بزرگ با تاریخی سرعت باد ، عملی بودن 

. برای پوشش نقص های مربوط به روش ]19[مشکلاتی مواجه می سازد 

ارائه شده است،  ]20[های ذکر شده در کارهای قبلی، پیشنهاداتی در 

اما همچنان از دقت مناسبی برخوردار نمی باشند. همچنین نویسندگان 

اساس روش خوشه بندی [ یک روش تحلیلی چند حالته را بر21در ]

ناکارآمدی  برای پیش بینی های توان باد ارائه داده اند. c-means فازی

این روش این است که تعداد کم حالتها دقیقا نمیتوانند پاسخ را نشان 

داده و این در حالیست که اطلاعات تاریخی طولانی و زیادی نیز لازم 

 است. 

  (SO) بهینه سازی تصادفیدر مسئله به مدار آوردن واحدها، روشهای 

. روش ]22-24برای مقابله با عدم قطعیت انرژی باد پیشنهاد شده است ]

SO  با استفاده از سناریوهای مختلف احتمال مربوط به عدم قطعیت ها

بستگی به دقت  SO بکارگرفته می شود. دقت و بهینه بودن راه حل

توزیع احتمالی متغیرهای عدم قطعیت و تعداد سناریوهای ارائه شده در 

مسأله بهینه سازی دارد. تعداد زیادی از سناریوها، اگرچه میتوانند دقت 

حل مسئله را بهبود دهد، اما منجر به پیچیدگی محاسبات مسئله می 

وانند . در چنین مواردی، تکنیک های کاهش سناریو می ت]25[شود 

-26[را کاهش داده و حجم محاسبه را کاهش دهند  SO مقیاس روش

، (RO)برای اصلاح امنیت سیستم، روش بهینه سازی مقاوم  . ]27

نوسانات انرژی باد را در یک محدوده مشخص شده در اطراف یک پیش 

 در مقایسه با RO . بنابراین، نتایج]30-28[بینی مرکزی مجاز می داند 

SO  روش بهینه سازی فاصله ای .]31[فظه کارانه است بسیار محا  

(IO)   هزینه بهره برداری را در حالی که امکان انتقال در محدوده های

، اطراف پیش بینی مرکزی (PI)  مشخص  به عنوان بازه پیش بینی شده
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در طرح   SO ،IO  [. در مقایسه با33-32وجود دارد، کاهش می دهد ]

های محافظه کارانه کارآیی بیشتری دارد و حجم محاسبه کمتر را می 

نتایجی با دقت کمتری را ارائه می  RO ،IO  در مقایسه با .]32[طلبد 

 براساس بدترین سناریو ممکن عدم قطعیت می باشد. RO کند، بنابراین

 روش های ترکیبی برای افزایش کارایی و بهبود نتایج ارائه شده است.

پیشنهاد شده تا یک روش مقاوم تر را در  SOو  ROروش ترکیبی 

[ ایجاد کند. 33در ] SOو با هزینه کمتر نسبت به  RO  مقایسه با

[ مجموعه ای از محدودیت های امنیتی را 35[ و ]34همچنین، مراجع ]

[، یک مدل 36در ] برای افزایش سرعت حل مسئله نادیده گرفته است.

برای بهبود امنیت سیستم های   (AIO) تنظیم فاصلهبهینه سازی قابل 

  قدرت با نفوذ بالای مزارع بادی پیشنهاد شده است.

مدل های پیش بینی کوتاه مدت، میان مدت و بلند مدت از  ]37[در 

انرژی باد با استفاده از ترکیب روش های مختلفی از جمله هوش 

یما ارائه شده محاسباتی، شبکه های عصبی، تکنیک ویولت و مدل آر

است. این روش ها در چهار مدل مختلف برای پیش بینی سرعت باد 

طراخی شده اند که عبارتند از : آریما، آریما + ویولت، شبکه های عصبی 

و آریما + شبکه های عصبی. نتایج نشان داده که ترکیب برخی از روش 

ل مدل ها در بهبود دقت پیش بینی انرژی باد موثر می باشد. بطور مثا

آریما + شبکه های عصبی از دقت بالایی برخوردار بوده ولی مدل آریما 

براساس تکنیک تبدیل  ]38[+ ویولت دقت مناسبی نداشته است. در 

موجک و روش آنالیز سری های زمانی، یک مدل کوتاه مدت برای پیش 

بینی انرژی باد ارائه شده است. شبیه سازی ها با داده های واقعی انجام 

ه و نتایج نشان می دهد که میانگین خطای نسبی در پیش بینی های شد

چند مرحله ای در روش پیشنهادی بسیار اندک است. همچنین روش 

پیشنهادی در مواجهه با داده های دارای پرش مقاوم بوده و برای پیش 

یک شبکه  ]39[بینی سرعت و توان انرژی باد قابل استفاده است. در 

تبدیل موجک با پیش پردازش داده ای ورودی  عصبی ترکیب شده با

نیمه پارامتری برای پیش بینی توان باد مورد استفاده قرا گرفته است. 

داده های سرعت باد با روش مبتنی بر پردازش نیمه پارامتری از قبل 

پردازش می شوند. اثر بخشی روش نیز با پیش بینی باد در طول یک 

ر یک از روش های ذکر شده به سال بررسی شده است. در حالیکه ه

عنوان مدلی برای پیش بینی احتمالی توان باد مفید می باشند، اما 

همچنان تحقیقات برای یافتن روش های با دقت بالا ادامه دارد. نکته ای 

که باید به آن توجه نمود این است که تاکنون استفاده از الگوریتم های 

جه قرار نگرفته است. از همین فازی برای پیش بینی انرژی باد مورد تو

رو تمرکز اصلی این مقاله به بکارگیری الگوریتم های فازی در موضوع 

 پیش بینی انرژی باد می باشد.

عدم قطعیت انرژی باد نشان دهنده تفاوت بین مقدار واقعی خروجی 

توربین بادی و مقدار پیش بینی شده است. یکی از راه های کاهش این 

ش دقت مقدار پیش بینی شده می باشد. در این مقاله عدم قطعیت، افزای

هدف اصلی کاهش اثر عدم قطعیت ناشی از انرژی باد می باشد. بنابراین، 

روش های تحلیل فازی برای بهبود پیش بینی توان خروجی توربین های 

 این روش ها شامل الگوریتم های کمترین مربعات باد استفاده شده اند.

(BLS)   مربعات مجازو کمترین (RLS) الگوریتم  می باشند. همچنین

 و تکنیک RLS که شامل مزایای الگوریتم MLFE-RLS ترکیبی

MLFE   است، برای پیش بینی توان خروجی توربین باد استفاده می

شود. علاوه بر این، به منظور تصدیق نتایج بدست آمده با الگوریتم های 

حل مسئله پیش بینی انرژی  فازی و مقایسه آنها از شبکه عصبی برای

باد به دلیل توانایی بالا در پیش بینی مسائلی مانند پیش بینی باران، 

پیش بینی بار سیستم قدرت، پیش بینی قیمت و غیره استفاده شده 

همچنین آنالیز حساسیت مروبط به برخی از پارامترها بر روی است. 

لازم به ذکر است.  مقادیر پیش بینی شده نیز مورد ارزیابی قرار گرفته

است که هیچ کدام از روش های فوق در آثار قبلی مورد استفاده قرار 

-های اصلی این مطالعه بصورت خلاصه بشرح زیر مینوآوری نگرفته اند.

 باشند: 

  استفاده از استراتژی جدید مبتنی بر منطق فازی برای مقابله

 .با عدم قطعیت انرژی باد

  بهبود سرعت و دقت الگوریتمRLS  بکمک تکنیکMLFE. 

عدم قطعیت قدرت باد در بخش  ادامه ساختار مقاله بشرح زیر می باشد:

 RLS و BLS دوم بیان شده است. در بخش سوم ساختار الگوریتم های

 و RLS الگوریتم ترکیبی به طور مختصر توضیح داده شده است. 

MLFE   است. در بخش پنجم شبکه های در بخش چهارم ارائه شده

عصبی شرح داده شده است. در نهایت نتایج و نتیجه گیری به دست 

 .خلاصه شده است 7و  6آمده در بخش های 

 عدم قطعیت انرژی باد -2

در سال های اخیر، اقدامات انجام شده برای مقابله با انتشار گازهای 

ق تجدید پذیر گلخانه ای عمدتا شامل افزایش سطح نفوذ منابع تولید بر

و کم کربن بوده اند، در این بین تولید انرژی بادی به عنوان یکی ازمنابع 

برتر به شمار می رود. در واقع، انرژی باد یکی از فن آوری های تولید 

در بخش تولید انرژی  CO2 انرژی است که می تواند کاهش انتشار

. تولید توان ]41-40[الکتریکی در کشورهای صنعتی را فراهم نماید 

ناشی از انرژی باد عاری از انتشار گازهای گلخانه ای بوده و برای توسعه 

پایدار بسیار مناسب می باشد. علاوه بر این، از لحاظ فنی، توان باد می 

تواند توسعه اقتصادی و رقابتی تسریع بخشد و از لحاظ یجاد اشتغال نیز 

ند، در نتیجه می پیشرو می باشد. مزارع بادی سوخت مصرف نمی کن

توانند هزینه های بهره برداری را کاهش دهند و از نوسان قیمت انرژی 

جلوگیری نمایند. همچنین این نیروگاه ها دارای نرخ خروج احتمالی 

 . ]44-42[پایینی هستند 

با توجه به تصادفی بودن ذاتی پدیده طبیعی باد، قدرت باد نمی تواند به 

بنابراین، تولید باد متغیر و دارای عدم  شکل سنتی تحویل داده شود.

قطعیت است. در نتیجه، ادغام گسترده آن در یک سیستم قدرت، یک 

چالش منحصر به فرد برای اپراتورها و برنامه ریزان سیستم قدرت ایجاد 

. بخشی از عدم قطعیت توان باد می تواند با افزایش رزرو ]44[می نماید 
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این هزینه بهره برداری را افزایش می  در سیستم قدرت مدیریت شود. اما

دهد. همچنین، بخشی از این تغییرات می تواند چند ساعت یا چند روز 

قبل پیش بینی شوند. با افزایش دقت پیش بینی ها، نیاز به خدمات رزرو 

کاهش می یابد و هزینه های بهره برداری سیستم قدرت نیز کاهش می 

بهره برداری از سیستم های قدرت  یابد. بنابراین، جهت برنامه ریزی و

برای مقابله با ماهیت پیچیده توان باد بمنظور حفظ و یا حتی افزایش 

قابلیت اطمینان فعلی و بهبود عملکرد اقتصادی سیستم های قدرت 

 .نیازمند پیش بینی های دقیق عدم قطعیت باد هستیم

 RLSو  BLSالگوریتم های  -3

ور دقیق مدل فرآیند های پیچیده اغلب دشوار یا غیرممکن است که به ط

طبیعی یا سیستم های مهندسی شده را با استفاده از رویکرد ریاضی غیر 

خطی موجود با دانش قبلی مدلسازی نمود. در حالت ایده آل، محققان 

از اطلاعات و دانش حاصل از آزمایشات یا آزمایش های قبلی به منظور 

می کنند، اما برای سیستم توسعه یک مدل و پیش بینی نتایج استفاده 

های جدید که کمتر شناخته شده هستند یا تجزیه و تحلیل های تجربی 

بیش از حد پر هزینه است، دانش و اطلاعات پیشین اغلب در دسترس 

این فقدان اطلاعات یا عدم دسترسی دانش شناختی از سیستم،  نیست.

شوار و اغلب ایجاد یک مدل با استفاده از ابزارهای معمول را بسیار د

غیرممکن می سازد. علاوه بر این، تشکیل حاکمیت زبان شناختی 

 .سیستم ممکن است بدون انجام مشاهدات اضافی غیر عملی باشد

خوشبختانه، در شرایطی مانند این، مدل سازی فازی بسیار عملی است 

و می تواند برای ایجاد یک مدل از سیستم با استفاده از اطلاعات 

 .ترس مورد استفاده قرار گیرددردس« محدود»

توابع ورودی و خروجی ممکن است از انواع مختلفی از قبیل گاوسی، 

شکل، چهارگوش و دلتا استفاده شوند. این  S و  Lمثلثی، ذوزنقه ای، 

شکل  کند.استفاده می μ (x) مقاله از توابع عضویت گاوس برای ورودی

یک تابع عضویت گاوسی معمولی و پارامترهای مربوطه را نشان می  1

ام تابع عضویت  i مرکز ic است،  ام iمتغیر ورودی  ix ، که در آن .دهد

 iσ است )در اینجا تابع عضویت حداکثر مقدار را به دست می آورد(، و

 است. i ثابت است که مربوط به گسترش تابع عضویت

 
 عضویت گوسی: تابع 1شکل 

 
 : تابع عضویت دلتا2شکل 

ضربه با  همچنین، تابع عضویت خروجی یک تابع دلتا است که یک تابع

قرار دارد و تمام  ibعرض صفر و تنها یک مقدار با عضویت کامل در 

الگوریتم  مراجعه نمایید(. 2مقادیر دیگر صفر هستند )می توانید به شکل 

یک مدل براساس ضوابط را توسعه  هایی که در اینجا ارائه شده است،

می دهند و یا از یک سری ضوابط پیش تعیین شده برای مدل سازی 

سیستم و پیش بینی خروجی ها با توجه به ورودی ها استفاده می کنند؛ 

در هر صورت، ضوابط شامل یک بند پیش فرض و نتیجه می شوند. یک 

خروجی می  مثال معمول از یک ضابطه برای سیستم چند ورودی و یک

 تواند به شرح زیر باشد:

 "برقرار باشند سپس نتیجه بدست می آید 2و فرض   1اگر فرض "
همانطور که قبلا ذکر شد، تابع عضویت گاوسی برای توابع فرضی ورودی 

و دلتا برای خروجی استفاده می شود و در نتیجه معادله زیر برای پیش 

 باشد:می xi بینی خروجی بواسطه داده های ورودی 

𝑓(𝑥|𝜃) =
∑ 𝑏𝑖  ∏ exp [−

1

2
(

𝑥𝑗−𝑐𝑗
𝑖

𝜎𝑗
)2]𝑛

𝑗=1
𝑅
𝑖=1

∑  ∏ exp [−
1

2
(

𝑥𝑗−𝑐𝑗
𝑖

𝜎𝑗
)2]𝑛

𝑗=1
𝑅
𝑖=1

                                  (1) 

تایی m تعداد ورودی ها در هر داده n تعداد ضوابط موجود و R در اینجا، 

است، بلکه برای برخی از روش ها از پیش تعیین نشده  R است. تعداد

یک بردار است که شامل  θ توسط الگوریتم ها تعیین می شود. نماد

 است.  ib و ic ، iσپارامترهای مربوط به توابع عضویت از جمله ضوابط، 

 BLSالگوریتم  -1-3

، یک مدل فازی از داده های عددی را ایجاد می ]BLS ]45الگوریتم 

مورد استفاده  کند که می تواند برای پیش بینی خروجی های هر ورودی

قرار گیرد. بنابراین، مجموعه داده ها را می توان به عنوان یک مجموعه 

آموزشی برای مدل سازی سیستم مورد استفاده قرار داد. هنگام استفاده 

برای توسعه یک مدل فازی داشتن اطلاعات در مورد  BLS از الگوریتم

فید می باشد. [ م47-46رفتار مجموعه داده ها به منظور ایجاد ضوابط ]

برای پیش بینی خروجی می تواند به صورت زیر  BLS مراحل الگوریتم

 تعیین شود:

شناسایی ورودی ها )با داده های تاریخی( برای آموزش مدل  گام اول:

فازی. برای انجام این کار، می توانید ماتریس ها را به صورت زیر تعریف 

 کنید: 
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X=[]m*n    ,  Y=[]m*1                                                        (2) 

تعداد  nبترتیب متغییرهای ورودی و خروجی هستند.  Yو  Xدر اینجا، 

 تعدا داده های هر ورودی می باشند. mمتغییرهای ورودی و 

مرتبط  ib و jiσ و jicتعیین تعدا ضوابط و ماتریس های  گام دوم:

 با توابع عضویت.

به صورت زیر و قرار دادن آن در  ξ محاسبه بردار رگرسیون سوم:گام 

 .φیک ماتریس 

ξ𝑖(𝑥𝑘) =

∏ exp [−
1
2 (

𝑥𝑗 − 𝑐𝑗
𝑖

𝜎𝑗
)

2

]𝑛
𝑗=1

∑  ∏ exp [−
1
2 (

𝑥𝑗 − 𝑐𝑗
𝑖

𝜎𝑗
)

2

]𝑛
𝑗=1

𝑅
𝑖=1

  

𝑓𝑜𝑟 𝑖 = 1 2 … 𝑛   𝑎𝑛𝑑 𝑘 = 1 2 … 𝑚                                     (3) 

 

𝜑 = [

ξ 𝑇(𝑥1)

ξ 𝑇(𝑥2)

ξ 𝑇(𝑥𝑚)

]                                                        (4) 

  

 از طریق معادله زیر: θ(0)محاسبه ماتریس  گام چهارم:
θ(0) = (𝜑𝑇𝜑) 𝜑−1𝑌                                                       (5) 

 

 :با استفاده از فرمول زیر BLS تشکیل ماتریس گام پنجم:

𝐹𝐾 = 𝜃(0)
𝑇 . 𝜉

(𝑥𝑘)
𝑇                                                                (6) 

𝐵𝐿𝑆 = [
𝐹1

𝐹2

𝐹𝑘

]                                                                     (7) 

گسترش می  BLS : دقت مدل فازی که با استفاده از الگوریتم1نکته 

در ضوابط و مجموعه داده ها برای یابد، عمدتا به قواعد مشخص شده 

 .آموزش مدل فازی بستگی دارد

 RLSالگوریتم  -2-3

است؛ با  BLS دارای شباهت زیادی به الگوریتم ]RLS ]42الگوریتم 

را بسیار ساده تر انجام  θ روزرسانی ماتریسبه RLS این حال، الگوریتم

است. این  BLS یک نسخه بازگشتی از روش RLSمی دهد. الگوریتم 

کار بدون استفاده از تمام داده های آموزشی و مهمتر از آن بدون نیاز به 

[، 46انجام می شود]  θ در هر بار به روز رسانی φTφ محاسبه معکوس

نیاز دارد که ضوابط تعیین شود )به عنوان  RLS الگوریتم [.49[ و ]48]

مثال تعداد ضوابط، مرکز توابع عضویت ورودی، عرض نسبی توابع 

ورودی و مرکز توابع عضویت خروجی(. مجموعه داده های  عضویت

 آموزشی باید شامل یک زیر مجموعه ای از اطلاعات مناسب باشند.

 برای پیش بینی خروجی به صورت زیر می باشند: RLS مراحل الگوریتم

 انجام می شود. BLSالگوریتم  4تا  1ابتدا گام های  گام اول:

 صورت زیر:ب 𝑃(0)محاسبه ماتریس  گام دوم:
𝑃(0) =  𝛼 ∗ 𝐼𝑅∗𝑅                                                             (8) 

𝛼 2000باید بزرگتر از صفر باشد. در اینجا مقدار  𝛼مقدار پارامتر  در  =

 می باشد. R*Rیک ماتریس واحد  Iنظر گرفته شده است. ماتریس 

و  𝑃(𝑘)روابط مربوط به ماتریس های  m ، ... ،2  ،1 =kبرای  گام سوم:

𝜃(𝑘) :بصورت زیر است 

P(k) =
1

𝜆
[(𝐼 − P(k − 1)ξ 𝑇(𝑥𝑘))(𝜆𝐼 + 𝜉(𝑥𝑘)P(k −

1)ξ 𝑇(𝑥𝑘))
−1

(𝜉(𝑥𝑘))] P(k − 1)                                      (9) 

 

θ(k) = θ(k − 1) + 𝑃(𝑘) ξ 𝑇(𝑥𝑘)[𝑌 − 𝜉(𝑥𝑘)θ(k − 1)]    (10) 

 

 λ = 1 است. برای این مسئله، ما  از 1تا  0فاکتور وزنی از   λدر اینجا 

 استفاده کنیم تا همه اطلاعات آموزشی را به طور مساوی وزن کنیم.

 :با استفاده از فرمول زیر RLS تشکیل ماتریس گام چهارم:
 

𝑅𝐿𝑆 = [
𝐹1

𝐹2

𝐹𝑘

]                                                                   (11) 

 

 RLS ، دقت مدل فازی که با استفاده ازBLS : مشابه الگوریتم2نکته 

گسترش می یابد، عمدتا به قواعد مشخص شده در ضوابط و مجموعه 

 .داده های مورد استفاده برای آموزش مدل فازی بستگی دارد

 )هیبرید( رکیبیالگوریتم ت -4

به شدت وابسته به ضوابط  RLS همانطور که قبلا ذکر شد، دقت الگوریتم

مشخص شده است، بنابراین اگر محقق به اندازه کافی اطلاعات از سیستم 

برای مشخص کردن پارامترهای مورد نیاز برای تعریف ضوابط پایه 

این   MLFE مانندنداشته باشد،  او می تواند با استفاده از الگوریتم های 

توانایی تعیین   MLFE کار را انجام دهد. در واقع، ویژگی اصلی الگوریتم

دقیق ضوابط است. به همین دلیل، برخی از الگوریتم ها می توانند برای 

توسعه بهتر یک مدل ترکیب شوند. به عنوان مثال، در این مقاله، 

MLFE  با RLS  شود. هنگامی برای توسعه موثرتر یک مدل استفاده می

مشخص  MLFEکه پارامترهای توابع عضویت مربوط به ضوابط توسط 

برای پیش بینی خروجی با توجه به ورودی مورد  RLS شوند، الگوریتم

نشان داده  3فلوچارت الگوریتم ترکیبی در شکل  .استفاده قرار می گیرند

کرد [ ارائه شده است(. نکته ای که باید توجه 46شده است )جزئیات در ]

 .(R = m) افزایش یابد mاین است که تعداد ضوابط پایه می تواند تا 

 شبکه های عصبی -5

شبکه های عصبی تکنیکهایی هستند که به دنبال ایجاد برنامه های 

هوشمند می باشند. در واقع، شبکه عصبی مصنوعی یک سیستم پردازش 

 داده ها است که براساس مغز انسان عمل می نماید. این ایده منجر به 

نوعی پردازش داده ها در فرآیند ها می شود تا نورون های مصنوعی 

یک شبکه موازی با یکدیگر برای حل مسائل ایجاد  متصل شده را در

اجزای شبکه عصبی لایه ها و ضرایب وزنی هستند. . [51-50] کنند

رفتار شبکه نیز بستگی به ارتباط بین اعضا دارد. به طور کلی، سه نوع 

 . ]50[ لایه در شبکه عصبی وجود دارد
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 : فلوچارت الگوریتم ترکیبی3شکل 
 

 .نمایدداده های خام را دریافت و شبکه را تغذیه می لایه ورودی:

عملکرد این لایه به وسیله ضرایب وزنی ورودی و ارتباط  لایه های پنهان:

 بین آنها و لایه های مخفی تعیین می شود. 

بسته به فعالیت و وزن لایه مخفی، عملکرد لایه خروجی  لایه خروجی:

 .به ارتباط بین لایه های مخفی و خروجی وابسته است

 .ساختار چند لایه شبکه عصبی استفاده شده استاز یک در این مقاله، 

 شبیه سازی -6

در این بخش به منظور تایید عملکرد و ارزیابی الگوریتم پیشنهادی پیش 

در   Sotavento Galiciaژی باد یک مزرعه باد واقعی بنامبینی انر

 24کشور اسپانیا مورد مطالعه قرار گرفته است. این مزرعه بادی شامل 

 33.364مگاوات و متوسط تولید سالانه  17.56توربین بادی با قدرت 

داده های تاریخی مزرعه باد که توسط شرکت  مگاوات می باشد.

Sotavento Galicia گیری و ذخیره شده، برای پیش بینی  اندازه

. داده های مربوط ]52[خروجی مزرعه باد در این مقاله استفاده شده اند 

 2017ژانویه  10به سرعت باد طی بازه های زمانی ده دقیقه ای در تاریخ 

به عنوان داده های آموزشی برای مدل سازی توربین های بادی در 

همانطور که قبلا ذکر  قرار گرفته اند.الگوریتم پیشنهادی مورد استفاده 

شد، انتظار می رود الگوریتم های فازی با دقت قابل قبولی داده های 

به  2017ژانویه  13آموزشی را نگاشت نمایند. علاوه براین داده های 

عنوان یک مجموعه آزمایشی انتخاب شده اند. شبیه سازی ها در سه 

وریتم پیشنهادی بدین صورت روند ارزیابی الگ .بخش انجام شده است

خواهد بود که با استفاده از داده های آموزشی ابتدا نسبت به آموزش 

الگوریتم های فازی اقدام نموده و پس از تعیین پارامترها و ضوابط مورد 

نیاز نسبت پیش بینی مقادیر آزمایشی اقدام می نماییم. بنابراین معیار 

ین مقادیر پیش بینی شده توسط بررسی الگوریتم پیشنهادی به اختلاف ب

ژانویه  13داده های الگوریتم های فازی و داده های واقعی آزمایشی )

( بستگی دارد. درواقع هرچه مقادیر پیش بینی شده به مقادیر 2017

واقعی نزدیکتر باشند، می توان ادعا نمود الگوریتم پیشنهادی عملکرد 

دراینجا از داده های واقعی قابل قبولی دارد. همچنین با توجه به اینکه 

مربوط به یک مزرعه بادی استفاده شده است، با تایید عملکرد الگوریتم 

پیشنهادی می توانیم به قابلیت استفاده از این الگوریتم در سیستم های 

  واقعی جهت بهبود تصمیم های بهره بردار سیستم قدرت پی ببریم.

شده در این مقاله جهت نکته ای که در زمینه شبیه سازی های انجام 

تایید عملکرد الگوریتم پیشنهادی باید بدان توجه نمود این است که به 

منظور نشان دادن توانایی تعمیم پذیری الگوریتم پیشنهادی در پیش 

بینی خروجی انرژی باد سعی براین بود که از داده های مربوط به مزارع 

ن نسبت به کیفیت پیش باد در کشور ایران استفاده شود تا براحتی بتوا

بینی ها نظر داد. اما بدلیل محدودیت های موجود امکان دسترسی به 

این اطلاعات محیا نبوده و از این رو داده های مربوط به مزرعه بادی ذکر 

 شده در کشور اسپانیا مورد استفاده قرار گرفت. 

 RLSو  BLSالگوریتم های  -1-6

در پیش بینی انرژی  RLS و BLS در این بخش، توانایی الگوریتم های

برای این منظور ابتدا مدل توربین بادی  باد مورد ارزیابی قرار گرفته است.

با استفاده از داده های آموزشی به دست آمده و سپس توان خروجی 

مزرعه باد با استفاده از مجموعه آزمایشی تعیین شده است. در این 

روی دقت پیش بینی  الگوریتم ها یکی از مهمترین پارامترهایی که بر

انرژی باد اثرگذار است، تعداد ضوابط پایه می باشد. از طرفی روش 

 RLS و  BLS مشخصی برای تعیین تعداد این ضوابط در الگوریتم های

وجود ندارد و بنابراین کاربر بایستی با استفاده از روش آزمون و خطا 

ینه باید به آن تعداد ضوابط را تعیین نماید. اما نکته ای که در این زم

توجه نمود سرعت همگرایی الگوریتم ها می باشد که با افزایش تعداد 

ضوابط رابطه مستقیم داشته و در نتیجه در سیستم های آنلاین کارآمد 

نخواهد بود. پس تعیین تعداد مناسب ضوابط که علاوه بر دقت ، سرعت 

وری می همگرایی الگوریتم ها را نیز در شرایط معقول حفظ نماید ضر

 شروع

  Yو  Xتعیین ماتریس های ورودی 

  nو  mوپارامترهای 

  ib و jic ،jiσمحاسبه ماتریس های 

 

 ( 1با کمک معادله ) kFمحاسبه 

 

 |𝑭𝒌 − 𝒀𝒌| ≤ 𝜺 |𝑭𝒌 − 𝒀𝒌| ≥ 𝜺 

 RLSاجرای الگوریتم 

 تشکیل ماتریس خروجی

 

 پایان

 

 (R=1تنظیم اولیه ضوابط )

 ) 

 (R+1تنظیم ضوابط )

 نمایش مقادیر پیش بینی شده انرژی باد
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در شکل های  RLSو   BLSباشد. نتایج شبیه سازی با الگوریتم های 

 نشان داده شده است. این نتایج از دو بخش تشکیل شده اند. 5و  4

بخش اول مربوط به هدف مقاله یعنی پیش بینی توان خروجی مزرعه 

بادی می باشد. بخش دوم مربوط به آنالیز حساسیت توان خروجی مزرعه 

بادی نسبت به تغییر تعداد ضوابط پایه است. با توجه به اهمیت تعداد 

 3ضوابط پایه، در این بخش پیش بینی مقادیر تحت دو حالت با تعداد 

تحت دو  BLSپایه صورت گرفته است. عملکرد الگوریتم ضابطه  5و 

مستلزم  BLS نمایش داده شده است. الگوریتم 4حالت مختلف در شکل 

آن است که ضوابط مشخص شود )یعنی تعداد ضوابط، مرکز توابع 

عضویت ورودی، عرض نسبی تابع عضویت ورودی و مرکز توابع عضویت 

رسانی مقادیر خروجی پیش  به روز BLS خروجی(. همچنین، الگوریتم

نشان داده شده  4بینی را نمی تواند انجام دهد. همانطور که در شکل 

یک خطای پیش بینی   BLS است، با توجه به دلایل ذکر شده، الگوریتم

 دارد. اما سرعت همگرایی الگوریتم بسیار بالا است. ٪33بالایی در حدود 

م هایی که نیاز به سرعت و را می توان در سیست BLS بنابراین الگوریتم

دقت متوسط دارند مورد استفاده قرار داد. از طرفی آنالیز حساسیت 

صورت گرفته نشان می دهد که با افزایش ضوابط پایه دقت الگوریتم تا 

حدی بهبود می یابد اما در طرف مقابل سرعت همگرایی آن کاهش می 

 یابد.

   

 
 BLSپیش بینی داده های آزمایشی توسط الگوریتم : 4شکل 

 

با در نظر گرفتن دو  RLS همچنین نتایج مربوط به عملکرد الگوریتم

ارائه شده است. نتایج  5حالت مختلف برای تعداد ضوابط پایه در شکل 

 BLS کمی بهتر از الگوریتم RLS نشان می دهد که دقت الگوریتم

اما  دارد. BLS شباهت به الگوریتم بسیار RLS ساختار الگوریتم است.

 پارامتر رگرسیون پارامترهای ورودی

𝜽̂ 1C 2C 1σ 2σ 

7.78 

7.14 

7.08 

6.39 

7.73 

7.63 

7.14 

7.61 

9.18 

9.5 

10.23 

8.41 

10.69 

8.72 

10.42 

8.07 

8.49 

9.28 

7.28 

7.97 

6.46 

7.17 

8.54 

7.59 

7.59 

8.84 

9.31 

6.76 

8.31 

6.98 

9.39 

8.13 

10.34 

6.74 

8.31 

6.61 

5.88 

28.3 

28 

26.8 

26.9 

27.4 

26.9 

26.2 

27.6 

28.5 

28.7 

30.6 

30 

31.2 

31 

32.3 

31.3 

31.4 

32.9 

31.7 

32.5 

31.4 

32 

31.3 

32 

32.6 

32.9 

31.8 

32.5 

32.2 

32.2 

32.5 

33.3 

32.8 

33.2 

33 

33.2 

32.9 

0.65 

0.73 

0.06 

0.69 

0.14 

0.1 

0.05 

0.05 

1.31 

0.32 

0.73 

0.64 

0.46 

0.31 

0.19 

0.2 

0.07 

0.22 

0.14 

0.1 

0.32 

0.09 

0.06 

0.14 

0.14 

0.12 

0.05 

0.05 

0.19 

0.23 

0.08 

0.07 

0.08 

0.05 

0.05 

0.15 

0.73 

0.75 

0.3 

1.2 

0.1 

0.5 

0.2 

0.6 

0.2 

0.2 

0.2 

0.2 

1.9 

0.6 

0.8 

0.2 

1.1 

0.3 

0.1 

0.7 

0.3 

0.2 

0.1 

0.3 

0.2 

0.2 

0.1 

0.05 

0.05 

0.05 

0.2 

0.1 

0.05 

0.4 

0.1 

0.1 

0.2 

0.05 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

 RLS: پارامترهای ضوابط مربوط به الگوریتم 1جدول
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است. بر اساس نتایج  BLS این الگوریتم یک نسخه بازگشتی از روش

، ویژگی به روز رسانی مقادیر خروجی پیش 5نشان داده شده در شکل 

 ، دقت و خطای پیش بینی نسبت به الگوریتمRLS بینی شده با الگوریتم

BLS  .همانطور که قبلا ذکر شد، با انتخاب ضوابط  را کاهش می دهد

مناسب می توان نتایج را بهبود بخشید. آنالیز حساسیت صورت گرفته 

نشانگر همین موضوع می باشد. زیرا در حالت دوم  RLSبرای الگوریتم 

انتخاب می شود، عملکرد الگوریتم بهبود یافته و  5که تعداد ضوابط پایه 

و مقادیر واقعی کاهش می یابد. در عوض  اختلاف مقادیر پیش بینی شده

در اینجا نیز سرعت همگرایی کاهش یافته که در  BLSهمانند الگوریتم 

برخی شرایط بهره بردار شاید چندان مناسب نباشد. البته ذکر این نکته 

ضروری است که در سیستم هایی که بصورت آفلاین مورد بهره برداری 

وابط پایه می توان به نتایج بسیار بهتری قرار می گیرند با افزایش تعداد ض

 دست یافت.

 )هیبرید( الگوریتم ترکیبی -2-6

برای تعیین  MLFE ، الگوریتمRLS به منظور بهبود کارایی الگوریتم

 سیستم فازی استفاده شده است. برای انجام این کار یکی از ضوابط

با   (w)مجموعه داده های آموزشی استفاده شده است. ضریب وزنی

تنظیم شده  0.45روی  (ɛ) انتخاب شده و ضریب آزمون 2.1مقدار 

 که در الگوریتم MLFE است. ضوابط مشخص شده توسط الگوریتم

RLS   نشان داده شده است.  1مورد استفاده قرار می گیرد، در جدول

در نظر گرفته شده  5.0اولیه   θعلاوه بر این، دو مجموعه داده آموزشی با

و چرخه   λ = 2،α = 2000 حداقل مربعات وزنی، یعنی است. رگرسیون

تنظیم شده است. با استفاده از پارامترهای  200آموزش مربوطه، به روی 

نکته ای که باید یادآور شد این  ذکر شده، مدل فازی توسعه یافته است.

است که تمامی مقادیر مربوط به پارامترهای ذکر شده برای ورودی 

ولید ضوابط پایه از طریق روش آزمون و خطا جهت ت MLFEالگوریتم 

انتخاب و تنظیم شده اند. برای این منظور شبیه سازی های مختلفی با 

-RLSمقادیر متعدد صورت گرفته تا خروجی الگوریتم ترکیبی )

MLFE از نظر دقت و سرعت همگرایی در وضعیت مناسب قرار داشته )

امترهای ورودی مختلف باشد. لذا به جهت سادگی نتایج مربوط به پار

آورده نشده است. در این میان و برای ارزیابی آنالیز حساسیت و با توجه 

و  5، نتایج الگوریتم ترکیبی تحت دو مقدار مختلف θبه اهمیت پارامتر 

مزرعه مقادیر پیش بینی شده خروجی  6شکل بدست اورده شده اند.  10

 را نشان می دهد. بادی توسط الگوریتم ترکیبی

دیده می شود، داده های واقعی با دقت بالا توسط  6همانطور که در شکل 

پیش بینی شده است. تغییر پارامترهای توابع  RLS-MLFE الگوریتم

، نتایج MLFE عضویت ورودی با استفاده از الگوریتم دیگر مانند

بهبود می  RLS و BLS را در مقایسه با RLS-MLFE الگوریتم

نشان می دهد که   θنجام شده بر روی پارامتر بخشد. آنالیز حساسیت ا

تنظیم می شود، دقت الگوریتم  10بر روی   θدر حالتی که مقدار پارامتر 

 کاهش می یابد. در حالی که دقت مقادیر پیش بینی شده توسط روش

RLS-MLFE   در حالتθ   است، در شرایط  ٪81.8حدود  5برابرθ 

 یدا می نماید.کاهش پ 76تقریبا به حدود % 10برابر 

 
 RLSپیش بینی داده های آزمایشی توسط الگوریتم : 5شکل 

 

 
 پیش بینی داده های آزمایشی توسط الگوریتم ترکیبی: 6شکل 

 

دلیل  θبنابراین می توان نتیجه گرفت که صرفا افزایش یا کاهش پارامتر 

مناسبی برای بهبود دقت الگوریتم نمی باشد. بلکه بایستی با تنظیم 

لازم به ذکر  دقت مقادیر پیش بینی شده را بهبود بخشید. θمناسب 

است که ترکیبی از دو الگوریتم نرخ همگرایی را کاهش می دهد. اما با 

 وجود دقت بالا، میزان همگرایی می تواند نادیده گرفته شود.

 مصنوعیعصبی  شبکه های -3-6

الگوریتم شبکه های عصبی از داده های آموزشی برای آموزش شبکه 

عصبی و داده های آزمایشی برای پیش بینی خروجی استفاده می کند. 

برای سیستمهایی که دارای ماهیت پویا هستند، تابع عضویت فازی 

بایستی بارها و بارها به روز شود. برای این نوع سیستم ها، استفاده از 

مفید است زیرا شبکه می تواند خود را تغییر داده تا  شبکه های عصبی

بتواند تغییرات را نشان دهد. در این مقاله ساختار شبکه ی عصبی پیاده 

لایه مخفی و یک لایه خروجی  15سازی شده دارای سه لایه ورودی، 

 7است. نتایج پیش بینی شده از مجموعه داده های آزمایشی در شکل 

ایج شبیه سازی همانگونه که انتظار می رفت، نشان داده شده است. نت
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نشان می دهد که شبکه های عصبی دارای توانایی بالا در حل مسائل 

 مربوط به پیش بینی می باشند.
 

 
 مصنوعی پیش بینی داده های آزمایشی توسط شبکه عصبی: 7شکل 

 

دیده می شود، شبکه های عصبی دارای توانایی  7همانطور که در شکل 

حل مسائل پیش بینی هستند. دقت مقادیر پیش بینی شده حدود  بالا در

می باشند. اما  BLS ،RLS است که بسیار بهتر از الگوریتم های 82٪

دارای دقت تقریبا مشابهی است.  RLS-MLFE در مقایسه با الگوریتم

بنابراین می توان گفت الگوریتم پیشنهادی در این مقاله از کیفیت لازم 

توان خروجی توربین های بادی برخوردار می باشد. جهت پیش بینی 

لازم بذکر است که با افزایش پارامترهای مانند تعداد لایه های ورودی و 

پنهان و مجموعه داده های آموزشی، می توان دقت شبکه های عصبی 

را افزایش داد. البته این تغییرات در کنار آثار مثبتی که بر روی دقت 

ارند، می توانند تاثیر منفی بر روی زمان پیش بینی انجام شده د

محاسباتی گذاشته و زمان همگرایی مدل را افزایش دهند که این خود 

در سیستم هایی که به صورت آنلاین نسبت به پیش بینی توان باد اقدام 

 می نمایند یک پوئن منفی بحساب می آید.

با  در مقایسه RLS و BLS از لحاظ زمان محاسباتی، الگوریتم های

و شبکه های عصبی دارای زمان پاسخ بهتر  MLFE-RLS الگوریتم

زیرا زمان  ( هستند. MLFE-RLS)حدود دو سوم زمان مورد نیاز

و آموزش شبکه  MLFE-RLS بیشتری برای تعیین ضوابط در الگوریتم

های عصبی مورد نیاز است. با این حال، از آنجا که دقت نتایج به دست 

و شبکه های عصبی بهتر از الگوریتم  MLFE-RLS آمده از الگوریتم

، عامل زمان می تواند در مقایسه با روش های فوق RLS  و BLS های

نادیده گرفته شود. اما بین دو روش شبکه های عصبی و الگوریتم 

پیشنهادی که دارای دقت تقریبا مشابهی هستند، عامل زمان می تواند 

درت قرار است در زمان واقعی بر روی تصمیماتی که بهره بردار سیستم ق

اتخاذ نماید بسیار تاثیر گذار باشد. به عنوان مثال بهره بردار باید در 

لحظه به هرکدام از واحدهای تولیدی جهت تولید یا قطع توان الکتریکی 

فرمان دهد و در صورتی که از پیش بینی توان باد به سرعت با خبر گردد 

برقراری تعادل توان بین تولید و با دقت بالاتری می تواند نسبت به 

مصرف اقدام نموده که در نهایت از تحمیل هزینه های اضافی به مصرف 

 جلوگیری می شود.کنندگان برق 

 2خطای نتایج پیش بینی شده توسط الگوریتم های مختلف در جدول 

ارائه شده است. همانگونه که مشاهده می شود، بیشترین و کمترین دقت 

است. دقت  BLS ه شبکه های عصبی و الگوریتمبترتیب مربوط ب

بسیار نزدیک به شبکه عصبی می باشد. پس  MLFE-RLS الگوریتم

می توان نتیجه گرفت که الگوریتم پیشنهادی بمانند شبکه های عصبی 

برای حل مسائل مربوط به پیش بینی علی الخصوص برای حل مسئله 

 .شدپیش بینی توان خروجی توربین بادی مناسب می با

 
 : خطای پیش بینی روش های مختلف2جدول 

 شبکه عصبی BLS RLS MLFE-RLS روش

 %17.5724 %17.6806 %29.7428 %33.6349 خطا

 نتیجه  -7

کاهش اثرات عدم قطعیت انرژی باد یکی از چالش های اصلللی طراحان 

سللیسللتم های قدرت برای آینده اسللت. در این مقاله، تعدادی از روش  

های فازی برای مقابله با این موضلللوع معرفی شلللده اند. این روش ها         

هسللتند. با توجه به   BLS ،RLS،RLS-MLFEشللامل الگوریتم های 

که الگوریتم   یک  BLSاین قت کمی در    ،  بدون تکرار بوده و از د روش 

 نتایج برخوردار اسللت، بنابراین، برای حل مشللکل پیش بینی، الگوریتم

RLS  که بهبود یافته الگوریتم BLS        است، استفاده شده است. مشکل

مشابه   RLS حل شده است، اما الگوریتم   RLS بروزرسانی در الگوریتم 

هی عدم قطعیت توان خروجی نمیتواند به طور قابل توج BLS الگوریتم

توربین بادی را کاهش دهد. در نتیجه، برای بهبود دقت پیش بینی ها،       

پیاده سلللازی گردید. ویژگی های       (RLS-MLFE) الگوریتم ترکیبی

شرایط         ضوابط پایه مطابق با  سب  صلی الگوریتم ترکیبی، ترکیب منا ا

س      شد که در این مطالعه مورد توجه قرار گرفته ا سئله می با آنالیز  ت. م

شده بر روی پارامتر      سیت انجام  سا صرفا افزایش آن      θح شان داد که  ن

نمی تواند در بهبود دقت الگوریتم پیشلللنهادی موثر باشلللد. بلکه یک        

سیار تاثیرگذار خواهد بود.       شرایط ب سب در بهبود  همچنین  انتخاب منا

سی          سائل مهند سیار خوبی برای حل م صبی که توانایی ب شبکه های ع

دارند، جهت تایید نتایج بدسللت آمده اسللتفاده شللده اسللت.   بسللیاری

شان می دهد که الگوریتم های    سه نتایج ن عملکرد  RLS و BLS مقای

خوبی در حل مشلللکل دارند، اما دقت آنها بسلللیار پایین تر از الگوریتم  

ترکیبی و شللبکه های عصللبی اسللت. شللبکه های عصللبی و الگوریتم    

و می توانند شلللرایط مطلوب برای   ترکیبی نتایج تقریبا یکسلللان دارند

کاهش هزینه های بهره برداری در سلللیسلللتم های قدرت آینده ارائه         

بالای الگوریتم              که سلللرعت همگرایی  یادآور شلللد  ید  با ته  دهند. الب

شنهادی می تواند به برتری ا  صبی       یپی شبکه های ع سبت به  ن روش ن

 دلالت داشته باشد.

 زیر می باشند: به طور کلی نوآوری های این مقاله بشرح

ستفاده از روش های فازی )الگوریتم های 1 ( برای حل RLS و BLS ( ا

 مسئله پیش بینی انرژی باد.
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برای افزایش دقت پیش بینی   MLFE و RLS ( ترکیب الگوریتم های2

 و کاهش خطاها.

صورت گرفته جهت بررسی اثر پارامترهای مختلف       3 سیت  ( آنالیز حسا

 ده توسط الگوریتم های فازیبر روی مقادیر پیش بینی ش
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